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Abstract:  In this digital era, Online payment has become more prominent through various e-payment methods for faster and 
efficient way of doing business. Debit and Credit cards are used mostly for  e-commerce. The major drawback here is when the 
transaction is under process, card owner have no control to  roll  back the ongoing transaction or in aborting the transaction. 
Online fraud is also increasing and spreading rapidly across many domains, the cyber criminals exploit various ways to find the 
vulnerabilities and performs the crime . This paper illustrates the on-line payment model which include the usage of credit and 
debit cards and discusses  various  threats and introduces a model to withstand the e-payment frauds. The main objective of this 
paper is to propose a model  based on the concept of Global Positioning System (GPS) and One Time Pin (OTP) which tracks the 
location of  the devices that participate in the transaction process. 
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I. INTRODUCTION 
 Now a days, E-commerce is growing exponentially with the global market on internet platform and most of the online transactions 
are performed  using a credit card or debit issued by bank, as people started adopting electronic money. Online business also started 
to grow in many diversified areas making a considerable surpass of general business.  E-commerce made business available 24x7 
with everything at our door steps from the entire globe making  price comparison easier, advantage of selecting from wide range of 
available products,  getting the reviews to know about the product pros and cons of the product, probable time of delivery and so on 
while saving the time to purchase something only at  business hours. This will eradicate the time zone differences between the 
geographical areas.  
Internet is widely accessible on ubiquities devices such as mobile phones which act as a participating entity in doing an online 
purchase. Banks started registering mobile numbers for their account holders to notify about the bank transactions made to their 
accounts to minimize the manual entries to bank for each and every financial operation they make. This way, banks also became a 
part of the internet and required to stay online round the clock. 
Payment gateway act as a trusted third party between the user and the bank to secure the transaction process.  
The payment gateway checks the credentials by contacting to the bank and provides the services with faster and efficient way. It is 
very difficult to compromise the system and because of this the merchant servers employee these systems for collecting the e-cash 
as they always have a strong secure mechanism. 
The application on the merchant web site re-directs the user to this payment gateway once user shows the interest to pay the amount. 
The payment gateway  once completes the transaction process in a secured way it  then  the user to have the merchant website to 
know the details. The e-commerce transaction scenario is depicted in the  figure1. 

 
Fig.1 e-commerce transaction model[1] 
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Advancements in internet technology also bought new improvements in various types of cyber attacks which caused considerable 
financial damages, Online fraud is one among them. This paper focuses on the credit/debit card 
associated risks and frames a model to shield itself to such type of threats to a larger extent .  

II. TYPES OF CYBER ATTACKS 
A. There are Numerous Types of Attacks Out of Them The Main Types Are Listed Below[2][3] 
1) Hacking:hacking is an act committed by an intruder by accessing your computer system without your                 

       permission 
2) SQL Injection: used to attack any type of unprotected or improperly protected SQL database. 
3) Cross-site scripting: also known as XSS attack, here the hacker infects a web page with a malicious client-side  

       script or program 
4) Phishing: a technique of extracting confidential information such as credit card numbers and username password  

      combos by masquerading as a legitimate enterprise 
5) Cyber stalking: Cyber stalking is a new form of internet crime in our society when a person is pursued or  

      followed online. A cyber stalker doesn’t physically follow his victim; he does it virtually by following his online  
      activity to harvest information about the stalkee and harass him or her 

6) Data diddling: Data Diddling is unauthorised altering of data before or during entry into a computer system, and  
      then changing it back after processing is done. Using this technique, the attacker may modify the expected  
      output and is difficult to track 

7) Identity Theft and Credit Card Fraud: Identity theft occurs when someone steals your identity and pretends to be  
       you to access resources such as credit cards, bank accounts and other benefits in your name 

8) Salami attack: is a technique by which cyber-criminals steal money or resources a bit at a time so that there’s no  
        noticeable difference in overall siz 

9) Denial of Service attacks: They’re carried out by opening many connections to your computer and leaving them  
      open; this consumes plenty of resources on your computer and can crash it 

10) Malware: “Malware” refers to various forms of harmful software, such as viruses and ransomware. Once  
       malware is in your computer, it can wreak all sorts of havoc, from taking control of your machine, to  
       monitoring your  actions and keystrokes, to silently sending all sorts of confidential data from your computer or  
       network to the attacker's home base 

11) Credential Reuse: Once attackers have a collection of usernames and passwords from a breached website or  
      service (easily acquired on any number of black market websites on the internet), they know that if they use  
      these same credentials on other websites there’s a chance they’ll be able to log in and do all the damage 

12) Session Hijacking and Man-in-the-Middle Attacks: The session between your computer and the remote web  
       server is given a unique session ID, which should stay private between the two parties; however, an attacker can  
        hijack the session by capturing the session ID and posing as the computer making a request, allowing them to  
        log in as an unsuspecting user and gain access to unauthorized information on the web server 

13) Telecommunication Attack: is an emerging attack where a user gets a call from the attacker imposing himself as  
        a bank employee and asks all the sensitive data which will be necessary to steal some money from your  
        account 

14) Application Attack: makes you to fill the data as if you are registering to any of the website and gains your  
        personal data such as passwords for e-mails, credit card or debit card information and etc  

III. ONE TIME PIN (OTP) SYSTEM 
To overcome the financial frauds associated with the credit/debit cards this OTP system is being adopted, where your registered 
mobile is going to receive the OTP from the payment gateway whenever you want to do any online transaction. The OTP that you 
receive is time bounded i.e, you need to send the OTP  back to the payment gate way to authenticate yourself as an authorized 
account holder to complete the ongoing transaction. The steps are given below  

A. Step 1: User order's online through the merchant's website to the merchant server. 
B. Step 2: Merchant server send the request to payment gateway 
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C. Step 2: Payment gateway prompts for your debit/credit card details through merchant server. 
D. Step 3: User enters the details asked for and send to the payment gateway 
E. Step 4:  Payment gateway send the details to the associated bank to verify the account validity. 
F. Step 5: If details are verified bank will send the positive response else will deny the existence of account. 
G. Step 6: Then the payment gateway will send the four digits as OTP to the user's mobile which is registered  

                   with the bank for re-verification. 
H. Step 7:   The user receives the OTP and enters it on the payment gateway web page. 
I. Step 8:The gateway verifies the OTP if it is correct, it will notify the bank to credit the amount to the  

                        merchant's account or if the credentials are wrong it will abort the transaction. 
J. Step 9: Bank will check the account balance if sufficient funds are available it will grant the request and credit  the amount in 

merchants account which was verified by the payment gateway or  if the funds are less the same is informed to payment gateway 
K. Step 10: If the payment is successful it is informed to the user  or  the insufficient funds message is sent. 
The major drawback in the OTP system is that the user will receive a message about the amount deduction and asks to complain 
about it if it wasn't made by him. 
There are various complaints filed in the OTP system as telecommunication fraud is closely associated with this system, where once 
OTP is generated some one pretends to be a bank employee asks for the OTP and performs the false financial transaction . 
The man in the middle attack is also closely related to it, if the users mobile is compromised then the copy of the OTP is received by 
the cyber criminal along with the legitimate user and the stealing of money will be done. 
The attacks not only exploit the wealth but also makes a huge loss to the credibility of merchants web site as well as the trusted 
payment gateway leading to decrease in the transaction through it. 
To overcome, this type of attack a model OTP On GPS is proposed to maintain a good relationship between the authenticated users 
and the merchants. 

IV. OTP ON GPS MODEL 
Global Positioning System(GPS)  is a navigation system that uses satellites to determine the approximate location of someone or 
some device  anywhere on the planet where a cell phone signal is available.  
This GPS is used in this model which is a refinement to the existing OTP model where in addition to the OTP details, the payment 
gateway also checks the location of the device which has placed the order as well as the registered mobile location which received 
the OTP to cross verify the identity of the user.  
The Proposed model makes use of three variables, fixes it to some value. x ,used to store the ordering device location. 
y, used to store the registered mobile location 
When, the difference between x and y is less than the threshold value then the probability of fraud is less. If the difference between 
x and y is than the threshold then there is a probability of threat and is verified by communicating directly with the user  whether he 
has initiated the transaction or not.               
The difference between OTP and OTP on GPS change  as illustrated below: 
Step 1: user order's online through the website to the payment gate way. 
 step 2: payment gateway prompts for your debit/credit card details and stores the users device location in 'x' 
Step 3: user enters the details asked for and send to the payment gateway 
Step 4:  payment gateway send the details to the associated bank to verify the account validity. 
Step 5 : if details are verified bank will send the positive response else will deny the existence of account. 
Step 6: then the payment gateway will send the four digits as otp to the user's mobile which is registered  with the bank for re-
verification and also store's the mobile location in 'y'. 
Step 7:   the user receives the otp and enters it on the payment gateway web page. 
Step 8:  the gateway verifies otp and if diff(x,y) < threshold  it will notify the bank to credit the  
amount   the  merchant's account or if otp and if diff(x,y) > threshold  then communicate to user and allow or abort the  process or if 
the otp is wrong it will abort the transaction. 
Step 9: bank will check the account balance if sufficient funds are available it will grant the request and credit  
the amount in merchants account which was verified by the payment gateway 
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The entire model is given in the following figure2. 

 
Fig.2 OTP on GPS Model 

Note:   The threshold value should be taken in such a way that it should give accurate results. 

V. CONCLUSION 
The Cyber attacks are evolving day by day and there are no means to stop them the only way to deal with them is to anticipate the 
affect and deal with them such that the loss is minimal. The proposed  OTP on GPS model works well in reducing the online frauds 
compared to the existing model. This works as a fraud anticipation model, the disadvantage here is the devices which are used in the 
transaction should have the GPS option, if  there is no such option  there is a least possibility to find the accurate location of the 
device.   Moreover, this model can be enhanced to more secured way if the mobile device has a bio-metric option to check the finger 
print of the user. The on line frauds can only be reduced if the users have some basic knowledge of the transactions which could be 
done by the merchants and the banks periodically if some change occurs in technology or a new feature is added in verification 
process. 
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Advancements in internet technology also bought new improvements in various types of cyber attacks which caused considerable 
financial damages, Online fraud is one among them. This paper focuses on the credit/debit card 
associated risks and frames a model to shield itself to such type of threats to a larger extent .  

II. TYPES OF CYBER ATTACKS 
A. There are Numerous Types of Attacks Out of Them The Main Types Are Listed Below[2][3] 
1) Hacking:hacking is an act committed by an intruder by accessing your computer system without your                 

       permission 
2) SQL Injection: used to attack any type of unprotected or improperly protected SQL database. 
3) Cross-site scripting: also known as XSS attack, here the hacker infects a web page with a malicious client-side  

       script or program 
4) Phishing: a technique of extracting confidential information such as credit card numbers and username password  

      combos by masquerading as a legitimate enterprise 
5) Cyber stalking: Cyber stalking is a new form of internet crime in our society when a person is pursued or  

      followed online. A cyber stalker doesn’t physically follow his victim; he does it virtually by following his online  
      activity to harvest information about the stalkee and harass him or her 

6) Data diddling: Data Diddling is unauthorised altering of data before or during entry into a computer system, and  
      then changing it back after processing is done. Using this technique, the attacker may modify the expected  
      output and is difficult to track 

7) Identity Theft and Credit Card Fraud: Identity theft occurs when someone steals your identity and pretends to be  
       you to access resources such as credit cards, bank accounts and other benefits in your name 

8) Salami attack: is a technique by which cyber-criminals steal money or resources a bit at a time so that there’s no  
        noticeable difference in overall siz 

9) Denial of Service attacks: They’re carried out by opening many connections to your computer and leaving them  
      open; this consumes plenty of resources on your computer and can crash it 

10) Malware: “Malware” refers to various forms of harmful software, such as viruses and ransomware. Once  
       malware is in your computer, it can wreak all sorts of havoc, from taking control of your machine, to  
       monitoring your  actions and keystrokes, to silently sending all sorts of confidential data from your computer or  
       network to the attacker's home base 

11) Credential Reuse: Once attackers have a collection of usernames and passwords from a breached website or  
      service (easily acquired on any number of black market websites on the internet), they know that if they use  
      these same credentials on other websites there’s a chance they’ll be able to log in and do all the damage 

12) Session Hijacking and Man-in-the-Middle Attacks: The session between your computer and the remote web  
       server is given a unique session ID, which should stay private between the two parties; however, an attacker can  
        hijack the session by capturing the session ID and posing as the computer making a request, allowing them to  
        log in as an unsuspecting user and gain access to unauthorized information on the web server 

13) Telecommunication Attack: is an emerging attack where a user gets a call from the attacker imposing himself as  
        a bank employee and asks all the sensitive data which will be necessary to steal some money from your  
        account 

14) Application Attack: makes you to fill the data as if you are registering to any of the website and gains your  
        personal data such as passwords for e-mails, credit card or debit card information and etc  

III. ONE TIME PIN (OTP) SYSTEM 
To overcome the financial frauds associated with the credit/debit cards this OTP system is being adopted, where your registered 
mobile is going to receive the OTP from the payment gateway whenever you want to do any online transaction. The OTP that you 
receive is time bounded i.e, you need to send the OTP  back to the payment gate way to authenticate yourself as an authorized 
account holder to complete the ongoing transaction. The steps are given below  

A. Step 1: User order's online through the merchant's website to the merchant server. 
B. Step 2: Merchant server send the request to payment gateway 
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C. Step 2: Payment gateway prompts for your debit/credit card details through merchant server. 
D. Step 3: User enters the details asked for and send to the payment gateway 
E. Step 4:  Payment gateway send the details to the associated bank to verify the account validity. 
F. Step 5: If details are verified bank will send the positive response else will deny the existence of account. 
G. Step 6: Then the payment gateway will send the four digits as OTP to the user's mobile which is registered  

                   with the bank for re-verification. 
H. Step 7:   The user receives the OTP and enters it on the payment gateway web page. 
I. Step 8:The gateway verifies the OTP if it is correct, it will notify the bank to credit the amount to the  

                        merchant's account or if the credentials are wrong it will abort the transaction. 
J. Step 9: Bank will check the account balance if sufficient funds are available it will grant the request and credit  the amount in 

merchants account which was verified by the payment gateway or  if the funds are less the same is informed to payment gateway 
K. Step 10: If the payment is successful it is informed to the user  or  the insufficient funds message is sent. 
The major drawback in the OTP system is that the user will receive a message about the amount deduction and asks to complain 
about it if it wasn't made by him. 
There are various complaints filed in the OTP system as telecommunication fraud is closely associated with this system, where once 
OTP is generated some one pretends to be a bank employee asks for the OTP and performs the false financial transaction . 
The man in the middle attack is also closely related to it, if the users mobile is compromised then the copy of the OTP is received by 
the cyber criminal along with the legitimate user and the stealing of money will be done. 
The attacks not only exploit the wealth but also makes a huge loss to the credibility of merchants web site as well as the trusted 
payment gateway leading to decrease in the transaction through it. 
To overcome, this type of attack a model OTP On GPS is proposed to maintain a good relationship between the authenticated users 
and the merchants. 

IV. OTP ON GPS MODEL 
Global Positioning System(GPS)  is a navigation system that uses satellites to determine the approximate location of someone or 
some device  anywhere on the planet where a cell phone signal is available.  
This GPS is used in this model which is a refinement to the existing OTP model where in addition to the OTP details, the payment 
gateway also checks the location of the device which has placed the order as well as the registered mobile location which received 
the OTP to cross verify the identity of the user.  
The Proposed model makes use of three variables, fixes it to some value. x ,used to store the ordering device location. 
y, used to store the registered mobile location 
When, the difference between x and y is less than the threshold value then the probability of fraud is less. If the difference between 
x and y is than the threshold then there is a probability of threat and is verified by communicating directly with the user  whether he 
has initiated the transaction or not.               
The difference between OTP and OTP on GPS change  as illustrated below: 
Step 1: user order's online through the website to the payment gate way. 
 step 2: payment gateway prompts for your debit/credit card details and stores the users device location in 'x' 
Step 3: user enters the details asked for and send to the payment gateway 
Step 4:  payment gateway send the details to the associated bank to verify the account validity. 
Step 5 : if details are verified bank will send the positive response else will deny the existence of account. 
Step 6: then the payment gateway will send the four digits as otp to the user's mobile which is registered  with the bank for re-
verification and also store's the mobile location in 'y'. 
Step 7:   the user receives the otp and enters it on the payment gateway web page. 
Step 8:  the gateway verifies otp and if diff(x,y) < threshold  it will notify the bank to credit the  
amount   the  merchant's account or if otp and if diff(x,y) > threshold  then communicate to user and allow or abort the  process or if 
the otp is wrong it will abort the transaction. 
Step 9: bank will check the account balance if sufficient funds are available it will grant the request and credit  
the amount in merchants account which was verified by the payment gateway 
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The entire model is given in the following figure2. 

 
Fig.2 OTP on GPS Model 

Note:   The threshold value should be taken in such a way that it should give accurate results. 

V. CONCLUSION 
The Cyber attacks are evolving day by day and there are no means to stop them the only way to deal with them is to anticipate the 
affect and deal with them such that the loss is minimal. The proposed  OTP on GPS model works well in reducing the online frauds 
compared to the existing model. This works as a fraud anticipation model, the disadvantage here is the devices which are used in the 
transaction should have the GPS option, if  there is no such option  there is a least possibility to find the accurate location of the 
device.   Moreover, this model can be enhanced to more secured way if the mobile device has a bio-metric option to check the finger 
print of the user. The on line frauds can only be reduced if the users have some basic knowledge of the transactions which could be 
done by the merchants and the banks periodically if some change occurs in technology or a new feature is added in verification 
process. 
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are performed  using a credit card or debit issued by bank, as people started adopting electronic money. Online business also started 
to grow in many diversified areas making a considerable surpass of general business.  E-commerce made business available 24x7 
with everything at our door steps from the entire globe making  price comparison easier, advantage of selecting from wide range of 
available products,  getting the reviews to know about the product pros and cons of the product, probable time of delivery and so on 
while saving the time to purchase something only at  business hours. This will eradicate the time zone differences between the 
geographical areas.  
Internet is widely accessible on ubiquities devices such as mobile phones which act as a participating entity in doing an online 
purchase. Banks started registering mobile numbers for their account holders to notify about the bank transactions made to their 
accounts to minimize the manual entries to bank for each and every financial operation they make. This way, banks also became a 
part of the internet and required to stay online round the clock. 
Payment gateway act as a trusted third party between the user and the bank to secure the transaction process.  
The payment gateway checks the credentials by contacting to the bank and provides the services with faster and efficient way. It is 
very difficult to compromise the system and because of this the merchant servers employee these systems for collecting the e-cash 
as they always have a strong secure mechanism. 
The application on the merchant web site re-directs the user to this payment gateway once user shows the interest to pay the amount. 
The payment gateway  once completes the transaction process in a secured way it  then  the user to have the merchant website to 
know the details. The e-commerce transaction scenario is depicted in the  figure1. 

 
Fig.1 e-commerce transaction model[1] 
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Advancements in internet technology also bought new improvements in various types of cyber attacks which caused considerable 
financial damages, Online fraud is one among them. This paper focuses on the credit/debit card 
associated risks and frames a model to shield itself to such type of threats to a larger extent .  

II. TYPES OF CYBER ATTACKS 
A. There are Numerous Types of Attacks Out of Them The Main Types Are Listed Below[2][3] 
1) Hacking:hacking is an act committed by an intruder by accessing your computer system without your                 

       permission 
2) SQL Injection: used to attack any type of unprotected or improperly protected SQL database. 
3) Cross-site scripting: also known as XSS attack, here the hacker infects a web page with a malicious client-side  

       script or program 
4) Phishing: a technique of extracting confidential information such as credit card numbers and username password  

      combos by masquerading as a legitimate enterprise 
5) Cyber stalking: Cyber stalking is a new form of internet crime in our society when a person is pursued or  

      followed online. A cyber stalker doesn’t physically follow his victim; he does it virtually by following his online  
      activity to harvest information about the stalkee and harass him or her 

6) Data diddling: Data Diddling is unauthorised altering of data before or during entry into a computer system, and  
      then changing it back after processing is done. Using this technique, the attacker may modify the expected  
      output and is difficult to track 

7) Identity Theft and Credit Card Fraud: Identity theft occurs when someone steals your identity and pretends to be  
       you to access resources such as credit cards, bank accounts and other benefits in your name 

8) Salami attack: is a technique by which cyber-criminals steal money or resources a bit at a time so that there’s no  
        noticeable difference in overall siz 

9) Denial of Service attacks: They’re carried out by opening many connections to your computer and leaving them  
      open; this consumes plenty of resources on your computer and can crash it 

10) Malware: “Malware” refers to various forms of harmful software, such as viruses and ransomware. Once  
       malware is in your computer, it can wreak all sorts of havoc, from taking control of your machine, to  
       monitoring your  actions and keystrokes, to silently sending all sorts of confidential data from your computer or  
       network to the attacker's home base 

11) Credential Reuse: Once attackers have a collection of usernames and passwords from a breached website or  
      service (easily acquired on any number of black market websites on the internet), they know that if they use  
      these same credentials on other websites there’s a chance they’ll be able to log in and do all the damage 

12) Session Hijacking and Man-in-the-Middle Attacks: The session between your computer and the remote web  
       server is given a unique session ID, which should stay private between the two parties; however, an attacker can  
        hijack the session by capturing the session ID and posing as the computer making a request, allowing them to  
        log in as an unsuspecting user and gain access to unauthorized information on the web server 

13) Telecommunication Attack: is an emerging attack where a user gets a call from the attacker imposing himself as  
        a bank employee and asks all the sensitive data which will be necessary to steal some money from your  
        account 

14) Application Attack: makes you to fill the data as if you are registering to any of the website and gains your  
        personal data such as passwords for e-mails, credit card or debit card information and etc  

III. ONE TIME PIN (OTP) SYSTEM 
To overcome the financial frauds associated with the credit/debit cards this OTP system is being adopted, where your registered 
mobile is going to receive the OTP from the payment gateway whenever you want to do any online transaction. The OTP that you 
receive is time bounded i.e, you need to send the OTP  back to the payment gate way to authenticate yourself as an authorized 
account holder to complete the ongoing transaction. The steps are given below  

A. Step 1: User order's online through the merchant's website to the merchant server. 
B. Step 2: Merchant server send the request to payment gateway 
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C. Step 2: Payment gateway prompts for your debit/credit card details through merchant server. 
D. Step 3: User enters the details asked for and send to the payment gateway 
E. Step 4:  Payment gateway send the details to the associated bank to verify the account validity. 
F. Step 5: If details are verified bank will send the positive response else will deny the existence of account. 
G. Step 6: Then the payment gateway will send the four digits as OTP to the user's mobile which is registered  

                   with the bank for re-verification. 
H. Step 7:   The user receives the OTP and enters it on the payment gateway web page. 
I. Step 8:The gateway verifies the OTP if it is correct, it will notify the bank to credit the amount to the  

                        merchant's account or if the credentials are wrong it will abort the transaction. 
J. Step 9: Bank will check the account balance if sufficient funds are available it will grant the request and credit  the amount in 

merchants account which was verified by the payment gateway or  if the funds are less the same is informed to payment gateway 
K. Step 10: If the payment is successful it is informed to the user  or  the insufficient funds message is sent. 
The major drawback in the OTP system is that the user will receive a message about the amount deduction and asks to complain 
about it if it wasn't made by him. 
There are various complaints filed in the OTP system as telecommunication fraud is closely associated with this system, where once 
OTP is generated some one pretends to be a bank employee asks for the OTP and performs the false financial transaction . 
The man in the middle attack is also closely related to it, if the users mobile is compromised then the copy of the OTP is received by 
the cyber criminal along with the legitimate user and the stealing of money will be done. 
The attacks not only exploit the wealth but also makes a huge loss to the credibility of merchants web site as well as the trusted 
payment gateway leading to decrease in the transaction through it. 
To overcome, this type of attack a model OTP On GPS is proposed to maintain a good relationship between the authenticated users 
and the merchants. 

IV. OTP ON GPS MODEL 
Global Positioning System(GPS)  is a navigation system that uses satellites to determine the approximate location of someone or 
some device  anywhere on the planet where a cell phone signal is available.  
This GPS is used in this model which is a refinement to the existing OTP model where in addition to the OTP details, the payment 
gateway also checks the location of the device which has placed the order as well as the registered mobile location which received 
the OTP to cross verify the identity of the user.  
The Proposed model makes use of three variables, fixes it to some value. x ,used to store the ordering device location. 
y, used to store the registered mobile location 
When, the difference between x and y is less than the threshold value then the probability of fraud is less. If the difference between 
x and y is than the threshold then there is a probability of threat and is verified by communicating directly with the user  whether he 
has initiated the transaction or not.               
The difference between OTP and OTP on GPS change  as illustrated below: 
Step 1: user order's online through the website to the payment gate way. 
 step 2: payment gateway prompts for your debit/credit card details and stores the users device location in 'x' 
Step 3: user enters the details asked for and send to the payment gateway 
Step 4:  payment gateway send the details to the associated bank to verify the account validity. 
Step 5 : if details are verified bank will send the positive response else will deny the existence of account. 
Step 6: then the payment gateway will send the four digits as otp to the user's mobile which is registered  with the bank for re-
verification and also store's the mobile location in 'y'. 
Step 7:   the user receives the otp and enters it on the payment gateway web page. 
Step 8:  the gateway verifies otp and if diff(x,y) < threshold  it will notify the bank to credit the  
amount   the  merchant's account or if otp and if diff(x,y) > threshold  then communicate to user and allow or abort the  process or if 
the otp is wrong it will abort the transaction. 
Step 9: bank will check the account balance if sufficient funds are available it will grant the request and credit  
the amount in merchants account which was verified by the payment gateway 
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The entire model is given in the following figure2. 

 
Fig.2 OTP on GPS Model 

Note:   The threshold value should be taken in such a way that it should give accurate results. 

V. CONCLUSION 
The Cyber attacks are evolving day by day and there are no means to stop them the only way to deal with them is to anticipate the 
affect and deal with them such that the loss is minimal. The proposed  OTP on GPS model works well in reducing the online frauds 
compared to the existing model. This works as a fraud anticipation model, the disadvantage here is the devices which are used in the 
transaction should have the GPS option, if  there is no such option  there is a least possibility to find the accurate location of the 
device.   Moreover, this model can be enhanced to more secured way if the mobile device has a bio-metric option to check the finger 
print of the user. The on line frauds can only be reduced if the users have some basic knowledge of the transactions which could be 
done by the merchants and the banks periodically if some change occurs in technology or a new feature is added in verification 
process. 
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Abstract: The objective of any contraption is to formulate the life of a human being trouble-free and comfortable. Big data refer 
to mining valuable data from a bulky quantity of unstructured and structured data. Educational institutions have  huge amount 
of data. Thus, it is crucial to boost Big data processing in educational institution. The traditional classroom environment is no 
longer necessary for learning.  Big Data  altered the way of learning by building it easy, effortless and exciting. Technology will 
continuously make learning easy for the convenience of students [1]. Big data in higher education comes from different sources 
that include blogs, social networks, student information systems, learning management systems(LMS), research, and other 
machine-generated data.  Big data is becoming a key to creating competitive advantages in higher education. The practice of 
learning management systems in education has been growing in the preceding few years. Students have started using mobile 
phones to access online content. Student's online activities engender massive amount of data. This has resulted in the progress 
of Big Data technologies and tools in education to process the huge amount of data . This paper looks into the recent 
applications of Big Data technologies in education and presents an assessment of prose available on Educational Data Mining 
and Learning Analytics.  
Keywords: Big Data, LMS, Educational Data Mining, Learning Analytics.  

I. INTRODUCTION 
Due to the progression of technology modern conventional approaches are adopted by educational institutions in teaching and 
learning. The higher education sectors are increasingly getting technology centric. Educational institutions need to gaze for tools and 
techniques for data acquisition, storage, analysis and decision making. The huge amount of students’ data in the institutions can be 
considered as big data. Big Data refers to the large volume of the data as well as the technology and tools used to processes and 
analyze data into usable information. Academic institutions should make use of advanced technologies to yield the benefits from 
this huge amount of data.  
Educational institutions need to record all academic related data from various activities such as students’ data, tutor data, courses 
data, registration data, assessment data etc. Due to the advancement of information technology social communications have 
increasingly moved to online.  
The online communications can be traced and collected and will form a huge amount of data and can be considered as big data. 
Thus data collection and analysis have become a challenging task in higher education sectors. Most of the higher education sectors 
lack proper IT infrastructure, tools as well as human expertise required for effective data collection, analysis and visualization. 
While collecting and analyzing student data, educational institutions face some challenges like privacy, safety, and security 
issues[3]. 

II. BIG DATA 
“Big Data” refers to any set of data [4] that is so large or so complex that conventional applications are not adequate to process 
them. The term also refers to the tools and technologies used to handle “Big Data”. Examples of Big Data include the amount of 
data shared in the internet everyday, YouTube videos viewed, twitter feeds and mobile phone location data. The Big Data trend has 
impacted all industries, including the education sectors as new technologies are being developed to automate and simplify the 
process of data analysis and prediction of results [5]. In the recent years, data produced by learning environments have also started 
to get big enough raising the need for Big Data technologies and tools to handle them. The specific attributes that define big data 
are called the four V’s: volume, variety, velocity, and veracity.  

A. Volume 
In the context of big data volume is considered as one of the characteristics because of the fact that large volumes of structured and 
unstructured data are collected and analyzed in organizations from various sources[2]. Data is generated by human interaction 
through social  networks, data from M2M technology and enterprise systems processes and reports. 
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B. Variety 
Data is available from various sources and various types such as relational data such as tables, transaction, legacy data available 
from Data Base Management Systems, Text Data from Web sources, XML data availability from online sources and database 
environment can be considered as semi-structured data, data from social networks, streaming data etc. 
The analytic environment in organizations is extracting data from enterprise systems to include unstructured big data from various 
sources. 

C. Velocity 
Data acquisition is an ongoing process in organizations and it is required that data is being generated fast and there is a need to be 
processed fast for immediate analysis and decision making. Organizations use online data analytics for immediate data processing 
by considering the fact that late decisions will lead to missing opportunities in their business. Organizations realizes the speed of 
access to report difference between effective and ineffective analytics. 
 
D. Veracity 
The collected data in organizations must meet the quality standards and produce accurate results which will lead to proper action 
especially in critical decision making. By implementing data validation managerial levels as well as the operational level employees 
can trust the organizational data and can be used for successful analytics.  

 

 

E. Techniques 
The most popular techniques used in educational data mining are 
1) Regression - Regression is used in predicting values of a dependant variable by estimating the relationship among variables 

using statistical analysis. 
2) Nearest Neighbour - In this technique the values are predicted based on the predicted values of the records that are nearest to 

the record that needs to be predicted. 
3) Clustering - Clustering involves grouping of records that are similar by identifying the distance between them in an n-

dimensional space where n is the number of variables.  
 
F. Open Source Tools 
Several Open source tools exist which help in taming Big Data [6] .Some of the top tools are  
1) MongoDB  is a cross platform document oriented database management system 
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It uses JSON like douments instead of  a table based architecture. 
Hadoop is a framework that allows distributed processing of big datasets across clusters of networked computers using simple 
programming models. 

III. EMERGENCE OF BIG DATA IN EDUCATION 
  In the existing learning environments, users learn in online communities like discussion forums, online chats, instant messaging 
clients and various Learning Management Systems . Recent learning methods like Flipped Classroom [7] greatly depend on online 
activities. Several frameworks [8] and models have been proposed for online learning management systems to improve the learning 
experience. Students have started using smart phones to access learning content. As the learning environments have become 
accessible anywhere through the internet, students access their courses anywhere and indulge in learning activities. Students’ 
activities through learning management systems create large amount of data. In addition to the data available from student activities, 
data are also created by educational institutions which use applications to manage courses, classes and students. Therefore the 
amount of data available enormous . Traditional processing techniques cannot be used to process them. Due to the limitations of the 
conventional data processing applications, the educational institutions have started exploring “Big Data” technologies to process the 
educational data. 

 

A. Applications In Learning 
Big Data techniques can be used in a variety of ways in learning analytics as listed below. 
1) Feat Prediction  : Student's performance can be predicted by analyzing student's interaction in a   learning environment with 

other students and teachers 
2) Slow destruction Risk Detection :  By analyzing the student's behavior, risk of students dropping out from courses can  be 

detected and measures can be implemented in the beginning of the course to retain students. 
3)  Data Visualization : Reports on educational data become more and more complex as educational data grow in size. Data can be 

visualized using data visualization techniques to easily identify the trends and relations in the data just by looking on the visual 
reports. 

4) Smart feedback : Learning systems can provide intelligent and immediate feedback to students in reponse to their inputs which 
will improve student interaction and performance.  

5) Course Recommendation : New courses can be recommended to students based on the interests of the students identified by 
analyzing their activities.  
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B. Framework 
Data gaining can be achieved from various educational and administrative activities happening regularly. The data will be collected 
from student registration, student admission  
results, Student Information System, Learning management System, E Library access, Quality Assurance Survey, Social media 
communications, Performance of assessments, online quizzes , Assessment Results . The overall management of Big Data involves 
acquisition, storage, processing and analyzing it for various purposes and we can visualize the infrastructure, to handle Big Data 
related tasks, as structural design as shown in following figure 

.  
 
The information technology architecture shows the server confirmation, networks and various types of internal users and external 
students. The data is accessed and communications are through personal computers, laptops or mobile devices. In the suggested big 
data architecture, information management shows the data collection, storage, retrieval of data, analysis and output generation life 
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cycle. Various information systems are used in higher education institutions. Learning Management systems (LMS) is used for 
learning and teaching, Student Information System  used for registration of courses, online payment etc. There are systems designed 
with mobile interfaces also. The collected data can be in the form of structured, semi structured or unstructured data. The collected 
data will be stored using appropriate data storage mechanisms. The collected huge data will be stored as real time data for 
immediate processing and results and historical data will be stored in data warehouses for future uses. 

 

Data analytical tools can be used to analyze the stored data. For rapidly growing datasets, there can be a need to analyze data as it 
arrives to get the maximum value due to its time sensitivity. Lastly, the validity of the data needs to be considered whether the 
derived information from the analysis can be trusted [9].  

IV. CONCLUSION 
The proper use of big data analytics could accomplish the radical development on the education sector. Bigdata analytics can signify 
customized learning environments to the learners, can reduce potential dropouts and can develop long term learning plans. All these 
are possible through the effective development and use of big data analytics in the educational institutions. Institutions should 
recognize suitable big data analytics tool to yield the benefits from the huge amount of data , to take decisions and drive the 
institution towards benefiting from the data. 
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longer necessary for learning.  Big Data  altered the way of learning by building it easy, effortless and exciting. Technology will 
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that include blogs, social networks, student information systems, learning management systems(LMS), research, and other 
machine-generated data.  Big data is becoming a key to creating competitive advantages in higher education. The practice of 
learning management systems in education has been growing in the preceding few years. Students have started using mobile 
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I. INTRODUCTION 
Due to the progression of technology modern conventional approaches are adopted by educational institutions in teaching and 
learning. The higher education sectors are increasingly getting technology centric. Educational institutions need to gaze for tools and 
techniques for data acquisition, storage, analysis and decision making. The huge amount of students’ data in the institutions can be 
considered as big data. Big Data refers to the large volume of the data as well as the technology and tools used to processes and 
analyze data into usable information. Academic institutions should make use of advanced technologies to yield the benefits from 
this huge amount of data.  
Educational institutions need to record all academic related data from various activities such as students’ data, tutor data, courses 
data, registration data, assessment data etc. Due to the advancement of information technology social communications have 
increasingly moved to online.  
The online communications can be traced and collected and will form a huge amount of data and can be considered as big data. 
Thus data collection and analysis have become a challenging task in higher education sectors. Most of the higher education sectors 
lack proper IT infrastructure, tools as well as human expertise required for effective data collection, analysis and visualization. 
While collecting and analyzing student data, educational institutions face some challenges like privacy, safety, and security 
issues[3]. 

II. BIG DATA 
“Big Data” refers to any set of data [4] that is so large or so complex that conventional applications are not adequate to process 
them. The term also refers to the tools and technologies used to handle “Big Data”. Examples of Big Data include the amount of 
data shared in the internet everyday, YouTube videos viewed, twitter feeds and mobile phone location data. The Big Data trend has 
impacted all industries, including the education sectors as new technologies are being developed to automate and simplify the 
process of data analysis and prediction of results [5]. In the recent years, data produced by learning environments have also started 
to get big enough raising the need for Big Data technologies and tools to handle them. The specific attributes that define big data 
are called the four V’s: volume, variety, velocity, and veracity.  

A. Volume 
In the context of big data volume is considered as one of the characteristics because of the fact that large volumes of structured and 
unstructured data are collected and analyzed in organizations from various sources[2]. Data is generated by human interaction 
through social  networks, data from M2M technology and enterprise systems processes and reports. 
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B. Variety 
Data is available from various sources and various types such as relational data such as tables, transaction, legacy data available 
from Data Base Management Systems, Text Data from Web sources, XML data availability from online sources and database 
environment can be considered as semi-structured data, data from social networks, streaming data etc. 
The analytic environment in organizations is extracting data from enterprise systems to include unstructured big data from various 
sources. 

C. Velocity 
Data acquisition is an ongoing process in organizations and it is required that data is being generated fast and there is a need to be 
processed fast for immediate analysis and decision making. Organizations use online data analytics for immediate data processing 
by considering the fact that late decisions will lead to missing opportunities in their business. Organizations realizes the speed of 
access to report difference between effective and ineffective analytics. 
 
D. Veracity 
The collected data in organizations must meet the quality standards and produce accurate results which will lead to proper action 
especially in critical decision making. By implementing data validation managerial levels as well as the operational level employees 
can trust the organizational data and can be used for successful analytics.  

 

 

E. Techniques 
The most popular techniques used in educational data mining are 
1) Regression - Regression is used in predicting values of a dependant variable by estimating the relationship among variables 

using statistical analysis. 
2) Nearest Neighbour - In this technique the values are predicted based on the predicted values of the records that are nearest to 

the record that needs to be predicted. 
3) Clustering - Clustering involves grouping of records that are similar by identifying the distance between them in an n-

dimensional space where n is the number of variables.  
 
F. Open Source Tools 
Several Open source tools exist which help in taming Big Data [6] .Some of the top tools are  
1) MongoDB  is a cross platform document oriented database management system 
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It uses JSON like douments instead of  a table based architecture. 
Hadoop is a framework that allows distributed processing of big datasets across clusters of networked computers using simple 
programming models. 

III. EMERGENCE OF BIG DATA IN EDUCATION 
  In the existing learning environments, users learn in online communities like discussion forums, online chats, instant messaging 
clients and various Learning Management Systems . Recent learning methods like Flipped Classroom [7] greatly depend on online 
activities. Several frameworks [8] and models have been proposed for online learning management systems to improve the learning 
experience. Students have started using smart phones to access learning content. As the learning environments have become 
accessible anywhere through the internet, students access their courses anywhere and indulge in learning activities. Students’ 
activities through learning management systems create large amount of data. In addition to the data available from student activities, 
data are also created by educational institutions which use applications to manage courses, classes and students. Therefore the 
amount of data available enormous . Traditional processing techniques cannot be used to process them. Due to the limitations of the 
conventional data processing applications, the educational institutions have started exploring “Big Data” technologies to process the 
educational data. 

 

A. Applications In Learning 
Big Data techniques can be used in a variety of ways in learning analytics as listed below. 
1) Feat Prediction  : Student's performance can be predicted by analyzing student's interaction in a   learning environment with 

other students and teachers 
2) Slow destruction Risk Detection :  By analyzing the student's behavior, risk of students dropping out from courses can  be 

detected and measures can be implemented in the beginning of the course to retain students. 
3)  Data Visualization : Reports on educational data become more and more complex as educational data grow in size. Data can be 

visualized using data visualization techniques to easily identify the trends and relations in the data just by looking on the visual 
reports. 

4) Smart feedback : Learning systems can provide intelligent and immediate feedback to students in reponse to their inputs which 
will improve student interaction and performance.  

5) Course Recommendation : New courses can be recommended to students based on the interests of the students identified by 
analyzing their activities.  
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B. Framework 
Data gaining can be achieved from various educational and administrative activities happening regularly. The data will be collected 
from student registration, student admission  
results, Student Information System, Learning management System, E Library access, Quality Assurance Survey, Social media 
communications, Performance of assessments, online quizzes , Assessment Results . The overall management of Big Data involves 
acquisition, storage, processing and analyzing it for various purposes and we can visualize the infrastructure, to handle Big Data 
related tasks, as structural design as shown in following figure 

.  
 
The information technology architecture shows the server confirmation, networks and various types of internal users and external 
students. The data is accessed and communications are through personal computers, laptops or mobile devices. In the suggested big 
data architecture, information management shows the data collection, storage, retrieval of data, analysis and output generation life 
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cycle. Various information systems are used in higher education institutions. Learning Management systems (LMS) is used for 
learning and teaching, Student Information System  used for registration of courses, online payment etc. There are systems designed 
with mobile interfaces also. The collected data can be in the form of structured, semi structured or unstructured data. The collected 
data will be stored using appropriate data storage mechanisms. The collected huge data will be stored as real time data for 
immediate processing and results and historical data will be stored in data warehouses for future uses. 

 

Data analytical tools can be used to analyze the stored data. For rapidly growing datasets, there can be a need to analyze data as it 
arrives to get the maximum value due to its time sensitivity. Lastly, the validity of the data needs to be considered whether the 
derived information from the analysis can be trusted [9].  

IV. CONCLUSION 
The proper use of big data analytics could accomplish the radical development on the education sector. Bigdata analytics can signify 
customized learning environments to the learners, can reduce potential dropouts and can develop long term learning plans. All these 
are possible through the effective development and use of big data analytics in the educational institutions. Institutions should 
recognize suitable big data analytics tool to yield the benefits from the huge amount of data , to take decisions and drive the 
institution towards benefiting from the data. 
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ABSTRACT 
 

Struggle and Survival are inseparable phases of every civilization and every human 

life. Civil War, Evolutionary Sciences have deeply influenced American society. The 

struggle for existence and the survival of the fittest pushed the new generation 

from its roseate dream into harsh reality. The conflict between the religious creeds, 

social situations and the impact of the American Dream of Success have caused the 

writers to present their characters engaged in a struggle to fit in and survive. 

Against this backdrop, comes a literary movement, Naturalism questioning the 

divine nature of man and shattering the idealism of transcendentalism. It aims to 

present life as it is. To this genre belongs Stephen Crane and Theodore Dreiser who 

themselves are the products of intellectual and spiritual unrest.  

The re-reading of the works of Crane and Dreiser highlights their identity and 

initiation crises experienced by the young generation, holding the mirror to the 

never fading many faces of struggle. This article attempts to focus on the quest for 

identity and the struggle to get initiated, the survival and self-destruction of the 

protagonists of Crane and Dreiser set in war backdrop and glamour and glitz of the 

materialistic American society. 

Key Words:  identity, initiation, struggle, survival, battling community, materialism 

.  

Struggle and survival are inseparable 

phases of every civilization and every human life. 

During the decades that followed the civil war, 

swiftly moving changes have reshaped America. The 

impact of theories of evolutionary sciences, 

especially Darwinism and Spencerian concept, on 

American society and culture is tremendous. These 

theories have given a new impetus to Naturalism, a 

literary movement aimed at presenting life as it is. 

The divine nature of man is questioned and 

romanticism and idealism of transcendentalists are 

forgotten. 

 The intellectual climate of America with its 

post-war problems, industrial and agrarian issues 

and evolutionary doctrine have favoured a realistic 

outlook. To this new generation life is no roseate 

dream but hard every day struggle for existence and 

survival of the fittest. 

Stephen Crane (1871-1900) and Theodore 

Dreiser (1872-1945) are the products of intellectual 

and spiritual unrest. The conflict between their 

religious creeds, social situations and their human 

values is reflected in their works. 

The re-reading of the works of Crane and 

Dreiser highlights the Gramscian Hegemony in their 

social circles which defend Patriarchal family and 

Protestant fundamentalism. Crane’s The Red Badge 
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of Courage and Dreiser’s An American Tragedy 

incorporate “Hegemonic Masculinity”. 

Stephen Crane’s The Red Badge of Courage, 

is a literary triumph in Naturalism. It contains 

various struggles both within the man and around 

him. Man in his struggle for identity has the most 

formidable foe – fear. The quest for identity and 

initiation in the society are shadowed by the inner 

struggle of man. Hence, Crane calls this novel 

‘Psychological Portrayal of Fear’. The protagonist is 

controlled by the determined forces beyond his 

control.  

 Henry Fleming joins the army despite his 

mother’s discouragement in the hope of fighting 

Homeric battles and Titanic troubles. His dreams of 

the glories of the war are shattered by the realities 

he faces in the actual battle field. When his regiment 

marches into battle, Henry sees that he is trapped 

and feels that the situation is beyond his control. He 

thinks that ‘iron laws of tradition’ and ‘law on four 

sides’ got him into such a predicament. His 

masculinity and self-esteem are under threat as he 

requires exhibiting aggressiveness and strength, the 

characteristics of American hegemonic masculinity. 

 Initially he fights the enemy with great 

valour but when they strike for the second time he 

flees the battle field. It is an instinctive act, but as 

soon as he is out of the immediate danger he begins 

to rationalize his actions. He undergoes masculine 

gender role stress when he breaks the war code. His 

unconsciousness act of throwing a pine cone at a 

squirrel which flees for its life makes him feel that it 

is a sign from Nature asserting his moves. The 

animal side of Henry’s nature to protect himself 

instead of being a man to face the crisis wins. The 

conflict between his instincts and set standards 

dominate the opening chapters of the novel.  

 Henry justifies his moves and joins the 

regiment. He encounters a fellow soldier Jim Conklin 

who sustains till the end in the battle. Though he is 

afraid he remains at his post. The author seems to 

portray that all men are basically afraid. Some he 

feels run like rabbits and squirrels and some stand 

like men. Instinct need not always predominate. 

 The death of Jim Conklin, the wound that 

he receives on his head from a soldier of his own 

regiment changes Henry remarkably. He fights with 

a new vigour and becomes a hero. The struggle he 

undergoes both internally and externally makes him 

a man. The heart of The Red Badge of Courage is 

again the heart of Crane’s concept of man”.¹ 

Henry Fleming is an insignificant pawn in 

totality of war but his insignificance does not 

deprive him of his free will and moral responsibility. 

He possesses the capacity to fulfill his humanness by 

conquering his instinctive fears with a feeling of 

involvement with his fellow soldiers and achieves 

manhood. His identity is established and his 

homogenous masculinity over fellow soldiers is 

exercised. 

 Crane insists that to be a man means willed 

involvement in human struggle and further stresses 

that man should be engaged in the “Promethean 

Struggle” without the hope of either victory or 

reward. Crane’s conviction about man, universe and 

forces that dictate the events in the life of man is 

clearly understood in this comment.  

 ‘The Central factor in Crane’s concept of 

man is his conviction that man is   an 

insignificant isolate in a universe that does 

not regard him as important. Alone in this 

neutral universe man can act freely bu8t 

the success or failure   of that action is 

dependent upon the operation of fate’.² 

His philosophy is not only the result of determinism: 

but also modification of religious orientation 

through his perception of the realities of life. The 

past, the changing world with new scientific 

advancements and his own code of conduct have 

created a conflict and it is reflected in all his works. 

This conflict in his mind had made him the rebel of 

his day. He revolts not only against the social 

conditions of his time but also against the smug 

complacency of genteel tradition and the 

conventional standard of American literature. He 

wants ‘art straight’, a nearness to life and personal 

honesty. Like Keats, he voices belief that the work of 

art is born out of pain. Of The Red Badge of Courage 

he writes: 

 “It was an effort born out of pain- despair, 

almost; and I believe that this made it a 

better piece of literature than it otherwise 

would have been. It seems a pity that art 

should be a child of pain and yet I think                
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it is. Of course, we have fine writers who 

are prosperous and contented but in my 

opinion their work would be greater if this 

were not so. It lacks sting it would have if 

written under the spur of a great need”.³ 

Out of his pain and conflict is born the protagonist of 

this novel who has no identity, being a mere soldier, 

dominated by his instinct and assailed by fear. He 

struggles against his initial fears, flees from the 

battlefield and ultimately emerges as a victor and is 

initiated into the battling community. The novel is 

the psychological evolution and transition of a foot 

soldier from adolescence to manhood. 

Henry Fleming is the central character and 

through his eyes the readers see the roar of 

booming guns, the pictures of men dominated by 

instincts, the sinuous movement of army and the din 

of the battle scenes of American Civil War. The 

protagonist feels that he is pawn governed by forces 

that are beyond his control. His fellow soldiers feel 

that the army is the instrument of fate which 

trapped them. The ordeal of an illusion filled youth 

who dreams of being a hero but faced the actual 

terror of battle and the aimless wanderings if the 

soldiers without any rule or pattern dominated by 

confusion, terror and anxiety and even nature’s 

external peace and internal disquietude are 

projected in the very opening lines as follows: 

“The cold passed reluctantly from the earth 

and the retiring fogs revealed an army 

stretched out on hills, resting. As the 

landscape changed from brown to green, 

the army awakened and began   to tremble 

with eagerness at the noise of rumour. It 

casts its eyes   upon the road, which were 

growing from the long troughs of  liquid 

mud to proper thorough fares. A river 

amber tinted in the shadow of its banks, 

purled at the army’s fee; and at night,   

when the stream had become of a 

sorrowful blackness, one could  see across 

at the re, eye like gleam of hostile camp 

fires set in the low brows of distant hills”
4
 

He will have to 

“…. go into blaze, and then figuratively to 

watch his legs to discover their merits and 

faults” (TRC. p.10). 

Until now he has never known the real danger. 

Crane’s youth wants to shine in the war and to 

measure himself against the courage of others. He 

aims at hegemonic masculinity in the battle field and 

gain control over his peers. The conflict between the 

desire for heroism and the possibility of cowardice 

takes on such proportions that he finds himself in a 

terrible irresolution. Like a swinging pendulum he 

veers from one extreme to another blaming the 

unbearable slowness of it all for his unhappiness. 

Time passes and the regiment is finally called upon 

to march. No action, however, is encountered. 

During rest period he ponders over his enlistment 

and wallows in self-pity. 

 “He lay down in the grass. The blades 

pressed tenderly against his cheek. The 

moon had been lighted and was hung in a 

tree top. The liquid stillness of the night 

enveloping made him feel vast pity 

forhimself. There was a caress in the soft 

winds and the whole mood of the darkness, 

he thought was one of sympathy for 

himself in his distress”. (TRC, p.14). 

As the youth walks along with his regiment, he 

encounters a dead soldier and is traumatized at the 

sight. He shudders as he looks at the mass of inert 

flesh. He feels lonely and isolated. Solitude and 

dissociation make sharp inroads deep into the 

youth’s psyche. The enemy is surely ready to strike 

him. Fear imposes itself once again and with it is a 

sense of entrapment. The inevitability and 

compelling movement of the battle are perceived by 

Henry.  

 “But he instantly saw that it would be 

impossible for him to escape from the 

regiment. It enclosed him. And there were 

iron laws of tradition and law on four side; 

he was in a  moving box”. (TRC, p.19). 

As the battle proceeds Crane describes the youth’s 

regiment under constant gunfire loaded with rifles, 

blood soaked faces, the soldiers fight in the smoke 

infested area. Henry also participates and fires a 

wild shot. He no longer feels menaced or alienated. 

On the contrary he feels a bond to them. His 

concern is to win the war. An inner flame has 

ushered in mysterious feelings of fraternity as 

‘subtle battle brotherhood’ is born of smoke and 
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danger. As the din slackens, the youth’s frenzy 

diminishes and his reason returns, convinced of final 

victory he smiles in deep gratification and this 

ecstasy is short lived. The piercing cry of the 

attacking enemy grips him and panic-stricken, he 

runs like a rabbit. He leaps across the open fields 

and volleys of exploding shells and only when he 

stops running does he learn regiment has held. He 

cringes in shame, masculine gender role stress 

occurs and he regrets his unmanly act. Even these 

feelings of guilt are short lived. He instantaneously 

tries to rationalize his fright. 

He runs deep into the forest and nature 

appears to the youth in the guise of “a woman with 

deep aversion towards tragedy” inspiring him with 

religion of peace. Nature takes the personality of his 

mother trying to help him out of the quandary. 

Although he cannot face his act of cowardice, he 

feels comforted by what he sees as nature’s 

approval of his fright. He justifies his protective 

instinct. He feels that even a rodent recognizes that 

one must escape from danger. With these thoughts 

of self-justification he feels freer and convinced. His 

encounter with a corpse and his yearning to find 

peace in the chapel like woods fill him with new 

faith. He once again joins his fellow soldiers and in 

the chaos that follows, one of the soldiers of his 

regiment hurts him with his rifle. With the gaping 

wound on his head, he feels the sense of identity. 

On his way to his regiment, Henry meets the blood 

soaked tattered soldier. Each time the tattered man 

asked questions about the wounds, the youth feels 

as if a knife had been thrust into him but it does 

have a clinical effect on him.  

 He finally reaches his regiment. He is 

helped by his fellow soldiers who are unaware of his 

ignoble flight. In spite of the guilt he feels accepted 

and realizes that he is neither better nor worse than 

other men in the regiment. They all are made of 

same fabric, possessing both courage and 

cowardice. 

After these incidents Henry passes 

initiation.  He experiences a kind of revelation. 

Nature instills in him sense of life and vigour. When 

the youth hears the sound of hollow drums and raw 

tones of bugle, he knows that he is entering new 

world.  

During the course of battle that follows 

later, he fights with fury and rage. His comrades in 

arms look at him admiringly; they have now become 

the spectators he once was. He is driven into frenzy 

of action and ‘like a madman’ pushes forward and 

wrenches the flag out of the clenched fist of the 

dead standard bearer. Together with loud soldier, 

he carries it through the thick and thin of the battle. 

The flag flying in his hands, he stands in the battle 

field towering over his peers as an epitome of 

hegemonic masculinity.  

As the fighting subsides, the youth thinks of 

his failures and achievements. He realizes that he is 

a complex of opposites. He knows he is a man now. 

A man of identity and a man initiated into the 

society. When youth’s days of battle for identity 

come to a close, he feels regenerated and longs for 

peace. 

 An American Tragedy published in 1925 is 

another triumph of Dreiser in the genre of 

Naturalism. It is set on a murder trial inspired by the 

prevalence of crime in materialistic American 

society.  About 1894 Dreiser became interested in a 

type of crime which the American Dream seemed to 

generate. A young man, struggling to rise out of 

poverty, murders a working girl whose prior claim 

on him, blocks his marriage to a rich girl. His earlier 

title Mirage is replaced by An American Tragedy 

which dramatically exemplifies pervasive social 

reality. Dreiser explores facts in the fifteen typical 

murder cases and Chester Gillette – Grace Brown 

case forms the basis for this novel. Dreiser too as a 

youth has felt oppressed by his poverty-stricken 

background as he daydreams of better life, sexual 

fulfillment and hope of marrying well.  An American 

Tragedy is pre-eminently a recreation of American 

experience into which Dreiser pours the anguish and 

frustration of his own life.  

An American Tragedy has three sections; 

the first describing Clyde’s childhood, early youth in 

Kansas City; the second recounting his later struggle 

in search of identity and initiation into moneyed 

circles which ends up in murder; and the third telling 

of his trial and execution.  

The book opens in the commercial heart of 

an American City where a drab family of street 

preacher is preaching to a crowd of onlookers. Their 



Research Journal of English Language and Literature (RJELAL) 
A Peer Reviewed (Refereed) International Journal 

Impact Factor 6.8992 (ICI) http://www.rjelal.com;  
Email:editorrjelal@gmail.com  ISSN:2395-2636 (P); 2321-3108(O)  

Vol.6.Issue 2. 2018 
 (April-June) 

 

94 Dr. K. SURELA RAJ 
 

son Clyde Griffiths is very restive and wants his 

parents to be like other people. He wants his share 

of material comforts and an identity in the society. 

Even though, he thinks constantly about how he 

may better himself, Clyde has much of his father’s 

impractical make up. Clyde’s dilemma is even more 

acutely felt by his older sister, Esta, who is seduced 

and abandoned when she becomes pregnant. Like 

Clyde, Esta is lured by the material world. She 

becomes the victim of gender biased society. 

 Clyde’s first step toward realizing his 

ambitions is to take a job in a drug store patronized 

by actors and theatergoers. The first encounter with 

the material world creates an identity crisis. He 

wants more than he has. He wants to be a part of 

this dream world. He takes a job as a bell hop boy at 

Green- Davidson, the principal hotel in Kansas City. 

To spend money on clothes, he deceives his mother 

about his earnings. With his new found identity, he 

pursues Hortense Briggs. Hortense’s willingness to 

sell her sexual favours in exchange of a fur jacket 

reinforces his conviction in the power which clothes 

have to open the way of good fortune. Clyde and 

Hortense and several of their friends go on an auto 

trip in a borrowed vehicle. An accident occurs; the 

car strikes and kills a young girl. The instinct which 

Clyde shows is to run away. Though he is not the 

driver, he is gripped by fear and tries to flee. His 

masculine role gender undergoes stress and fear 

operates and he refuses to shoulder his 

responsibilities manfully. He leaves Kansas City in an 

attempt to flee the police. His flight is well described 

in the following words. 

 “Clyde….began crawling upon his hands 

and knees at first in the snow South, South 

and West always\ toward some of those 

distant streets which, lamp lit and faintly 

glowing, he saw to the South-West of him 

and among which presently, if he were not  

captured, he hoped to hide- to lose himself 

and so escape- if the facts were only kind- 

the misery and  the punishment and the 

unending dissatisfaction and  

disappointment which now, most definitely 

it all  represented to him”.
5
 

Book-II begins with Clyde in Chicago under a 

concealed identity, following the death of the child 

in Kansas City. He limits his options by adopting his 

fugitive existence. Everything he says and does must 

protect his secret. But his chance encounter with his 

uncle Samuel Griffiths opens a new door to him. 

Clyde perceives a sharp contrast between his uncle’s 

lavish home and shoddy surrounding in his home 

town, Kansas City. He feels that his struggle to find 

an identity is going to end. This encounter presents 

him with a promise and possibility to be initiated 

into his dream world. His uncle, Samuel Griffiths a 

well known businessman in New York City, a picture 

of hegemonic masculinity becomes his role model. 

Clyde joins his uncle’s collar factory. His quest for 

identity begins. He is over awed in the presence of 

his superiors at the factory, but when confronting 

those under his authority, he tries to exercise his 

hegemonic masculinity. He holds his head higher 

and speaks with assurance.  

He recognizes the appalling gap between 

economic groups in America. He watches a parade 

in Lycurgus, New York, replete with floats on which 

are perched the rich, beautiful and happy society 

girls he dreams of. He is a spectator and a lonely one 

hovering between the two worlds- his impoverished 

world of struggle and his uncle’s world of pomp. 

High society is a revelation of Clyde.  It is limited 

world where the state of one’s purse dictates the 

social connections.  Into this society, he craves and 

struggles to be initiated. Clyde learns that to attain 

identity in this world one has to get into something 

and be somebody. Clyde writes to his mother: “I 

want to do something in this world I want to be 

successful…I got to get on in this world” (AAT, 

p.162).  

Clyde resolves to work steadily, make right 

connections and conduct himself well so that 

remarkable men might  take fancy to him and offer 

him with a connection something important, 

somewhere. They might lift him up into a world such 

as he had never known his plan is one which 

animated every rags-to-riches novel. His uncle a 

natural survivor and a symbol of success, in spite of 

his deceptive nature of exploiting his employees 

including Clyde, his nephew, is emulated. Social 

Darwinism of survivor ousting the weakling is seen. 

Those born with natural ability will manage to rise 

from the bottom while the lazy and the unintelligent 
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will be weeded out. The irony of it as Dreiser 

portrays is that not everyone who struggles can 

survive. According to Dreiser it is a paradox. The rich 

justify their success as the result of their untiring 

labour and present themselves as worthy. Their 

hegemonic masculinity daunts the poor who feel 

inferior to the rich and treat them as superior in 

strength and intelligence. They feel the world 

around them as over powering and intimidating and 

their natural initiatives are thwarted by fear and 

cowardice. Clyde is lured into this web of material 

success, vaguely aware of its destructive 

consequences. He wants more money and higher 

social status. He appears more polished and assured 

than what he was at Kansas City. 

Clyde’s dream paradise includes the flesh of 

sex as well as the spirit of wealth and position. He 

initially flirts with Rita an acquaintance of his friend 

Dillard. Then Roberta enters his life. From the 

moment Clyde and Roberta begin their courtship 

Clyde views Roberta as a factory girl, as someone he 

might win and love and be happy with but is 

someone he would never marry, whereas Roberta 

views Clyde as one who can initiate her into the 

world of materialism giving her social security she so 

desires. In this relationship Clyde’s hegemonic 

masculinity is at its heights and Roberta gets 

trapped and becomes the victim. Roberta succumbs 

to Clyde and she instinctively falls into the role 

which her patriarchal background had prepared for 

her, that of a submissive and dutiful woman who 

looks to her Lord for support and direction. 

Clyde, in spite of his attraction towards 

Roberta, plans to marry Sondra Finchley because 

she “materialized and magnified for him the 

meaning of the upper class itself”.  When Clyde 

learns that Roberta is pregnant he is filled with fear 

and anger. He resents her claim upon him. It is ironic 

that Clyde and Roberta are now mirror images of 

each other’s social hopes and fears. Each of them 

struggles to extricate themselves from the situation. 

She struggles to hold on to Clyde and he struggles to 

escape. 

Now Clyde wants to run away for the 

second time. It is Sondra, a dream of his life, which 

prevents him from running away. Clyde’s dilemma, 

his anxiety and fear become a psychological frenzy. 

He is filled with inner turmoil close to mental 

derangement. “A nervous and almost deranged 

look-never so definite or powerful at any time 

before in his life – the borderline look between 

nervous and unreason” (AAT, p.35). 

Weeks preceding Roberta’s death Clyde 

undergoes a violent struggle between fear and 

hesitation. He has overwhelming desire to solve his 

problem at all costs. He hallucinates the voice of a 

genie which is only Clyde’s own suppressed 

unconsciousness. He allows his second personality 

to take command. He makes a trip to North woods 

merely to plead with her to release him. A strain of 

ambiguity to the problem of Clyde’s guilt is seen as 

he is impelled by a kind of insanity. It raises Clyde 

from his usual mediocrity of hesitation and fear to 

the momentary height of a man. His hegemonic 

masculinity is active and is controlled by dark 

impulses.  

He rents a boat at Lake Big Bittern and 

helps Roberta get in. the lure of entry into a world of 

the rich and the famed blinds him and he divorces 

himself from reality. His imaginary ‘Giant Efrit’ 

advises him to ignore Roberta’s cry for help and to 

let her drown. Alone with Roberta in secluded reach 

of the lake Clyde faces a dilemma to act or not to 

act. Roberta notices his contorted appearance. She 

screams for help, listening to his hallucinatory voices 

he gives an accidental blow with the camera. As she 

reels, he tries to offer her help suddenly feeling pity 

for fear. 

 In this ensuing confusion, the boat capsizes 

and Roberta falls into the water. She screams for 

help but the genie reappears and whispers 

exonerating words. Roberta sinks. Clyde swims to 

the shore, hides the camera tripod and heads 

towards South through woods. Though he 

encounters woodmen, his escape is uneventful until 

he joins Sondra’s family friends, the Crane Stones. In 

spite of the guilt of the murder he falls back into the 

round of tennis, picnic, canoeing and even love 

making.  

In the opening of Book-III camera tripod is 

found and traced to Clyde. Even Roberta’s 

possessions link her to Clyde. A warrant is obtained 

to enter his room in Lycurgus and there the pleading 

letter Roberta had written concerning her 
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pregnancy is discovered. A warrant is issued for 

Clyde’s arrest. He is arrested at Sondra’s friends’ 

house and taken to Cataraugus Country Jail to await 

his trial. He is no longer a poor boy; he is identified 

as a rich society boy who has slain a poor working 

girl. So the newspapers categorize him. His initiation 

into the desired society ends up in self-destruction. 

Now he is a murderer awaiting trial and punishment.                           

Clyde is bewildered. He thinks of the man who 

seduced his sister and who is free. His crime is the 

desire to move up the social ladder and he is now 

thrown into the hopeless pit. His obsession with 

social identity leaves him afraid of his past and 

unsure of his future. Ironically just at the moment 

where he thinks he is initiated into the community, 

free of all shackles, he is arrested. At this point of 

initiation his self-destruction begins. 

The concluding book deals with Clyde’s 

capture, trial and execution. Through the speeches 

of his defense lawyer and the proceedings of the 

trial Dreiser tries to show how Clyde s not only a 

murderer but himself a victim and the mockery of 

the elaborate machinery of justice which has 

different standards for the rich and the poor. Even 

the District Attorney Orville W. Mason seizes upon 

Clyde’s plight as a means to further his own 

ambitions. As Clyde sought to destroy Roberta to 

realize his material ambitions, Mason now seeks to 

destroy Clyde to gain the same goal. Not a single 

member of the  Jury can help. Clyde is convicted 

and sentenced to death by electric chair. 

Dreiser’s concern is not with crime or an 

advocacy on behalf of the criminal but with a society 

which is really responsible for such tragedies. The 

last thoughts of Clyde reinforce the same conviction 

of Dreiser. “He really was not guilty- was he, since at 

the last moment he had experienced change of 

heart?” (AAT, p.800). 

His conviction and his final moments are 

overshadowed by ambiguity. The young preacher, 

McMillan, prepares him for repentance and 

salvation. He tells his mother that God has heard his 

prayers but he is asking himself “Had He?” Clyde 

goes to death not knowing what he really knows or 

feels or what he has done. The theme of ambiguity 

runs throughout. Clyde lives in ambiguous dreams 

and most important thing shrouded from his sight is 

his own identity. 

 Crane and Dreiser set their male 

protagonists in a society where struggle is inevitable. 

Whether for identity or initiation, Henry Fleming 

struggles to survive in the battlefield and towards 

the end conquers his fear. He is identified as a 

warring hero and is initiated into the battling 

community. Clyde Griffiths also struggles to survive 

in the materialistic society. His identity and initiation 

are short lived for he makes an irrevocable error 

which destroys him completely. The world may see 

him as an ambitious man set on a journey of self-

destruction but as Dreiser points out that he is the 

victim of the forces beyond his control. Henry 

Fleming and Clyde Griffiths are small town boys, 

naïve, aspiring to be somebody. Though the setting 

is different, their quest for identity and their 

ambition to be initiated into the communities of 

their desire make them literary brothers. 

If fear is the stumbling block to Henry, it is 

poverty and mirage like wealthy society to Clyde. 

Both Henry and Clyde in the hour of adversity flee. 

Their masculinity is under stress. They experience 

shame and guilt. Henry’s cowardly fleeing from the 

battlefield to protect himself can be compared to 

Clyde’s flight to Kansas City when his car kills a 

young girl accidently. 

Henry’s retreat into forest causes a 

cleansing effect. He justifies his protective instinct 

taking a clue from a jovial squirrel. He rejoins the 

regiment with renewed vigour and fights the battle 

and establishes his hegemonic masculinity over his 

peers. He wins the admiration of his fellow soldiers. 

His wounds caused by his own regimental private 

turns out to be the red badge of courage which 

initiates him into the battling brotherhood. It is no 

longer a symbol of shame but a symbol of triumph, 

whereas, Clyde’s fleeing continues. First he flees 

from Kansas City from the scene of accident and 

New York City from the scene of murder. In the first 

flight he is controlled by fear and in the second by 

moneyed circles. Unlike Henry he experiences 

neither soothing voice of Nature nor a sign from 

Nature. He emerges out of the woods with guilt and 

hears only hallucinatory voice of an imaginary genie. 

At the end he recognizes the truth that he has fled 
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from responsibility and self. His tragedy is that of 

namelessness and it is the story of individual 

without identity. Henry’s flight to Nature results in 

discovery of his identity and Clyde’s flight and return 

from the woods begin his loss of identity and 

destruction. 

The flight into the forest kindles surviving 

instinct in Henry, whereas, the same forest where 

murder is committed causes Clyde’s downfall and he 

gets snuffed out in the race of life as a moral 

transgressor. 

 Clyde is not a villain and Henry is not a giant 

hero. The choices made by them, influenced by the 

society and standards set by hegemonic masculinity 

decide them to be winners or losers. Crane and 

Dreiser attack the social institutions. Crane moves 

further in support of ‘Promethean Struggle’, struggle 

without hope of success. He believes in human 

dignity which arises from the attempt whether the 

outcome is success or failure. He sums upon his own 

words his conviction about struggle to be normally 

courageous and honest. 

“I merely say that as nearly honest as weak 

mental machinery will allow. This aim in life 

struck me as being the only thing 

worthwhile. A man is   sure to fail at it, but 

there is something in the  failure”.
6
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The soil is the natural, dynamic, heterogeneous, non-renewable resource, which supports plant and animal life. 

It is the most precious primary resource for the very existence of humankind. Soil and water problems in 

Varanasi are stressed due to rising population and climate change. The studies showed that the changing 

climate and intense human activities would complicate the situation endangering the water and soil resources. 

To support sustainable uses of these resources, an appropriate model is required in this area and to develop 

such model runoff, evapotranspiration and soil erosion modeling is essential. In this paper, soil and water 

assessment tool (SWAT) is used to model sediment yield processes of Varanasi watershed in the Ganga basin. 

Ten years of daily meteorological data, soil data procured from the National Bureau of Soil Survey, digital 

elevation model of 90 m resolution and Landsat 8 satellite imagery are used as inputs. The watershed was 

divided into 39 sub-basin for analysis and modeling. The Sufi-2, Parasol and GLUE algorithms were used for 

validation and calibration. The data was divided into two halves of 5 years each. First half was used for 

calibration and the second half for validation of the model. The results revealed that more than half of the 

annual precipitation water is lost in evapotranspiration and runoff. Sediment yield of various soil erosion-prone 

areas was estimated. The results from modeling would be further used to propose and model multiple water 

conservation and sediment filtration basin structures in the flood and soil erosion impacted areas. This study 

also revealed that how the SWAT model is valid to be used in hydrological and soil erosion modeling. These 

results can be further implemented for improving water and soil quality of the watershed. 
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To investigate the effect of Zn and Fe nanoparticles, as well as vermicompost and humic acid on the yield and 

absorption of macronutrients in tomato, a factorial experiment with a randomized complete block design was 

conducted at Agricultural and Natural Resources Research Center of Torogh. The first factor consisted of organic 

compounds at three levels of control (non-consumption), application of 5 tonne/ha of vermicompost and 

application of 5 kg/ha of humic acid. The second factor comprised of Fe nanoparticles at two levels of control 

(non-consumption) and use of 2.6 kg/ha of nano Fe-oxide and the third factor consisted of Zn nanoparticles at 

two levels of control (non-consumption) and use of 2.6 kg/ha of nano Zn-oxide. The samples of each plot were 

obtained from three central lines by removing 1 m from each side. A leaf sample and a fruit sample were derived 

from each plot and analyzed to determine the concentration of macronutrients. The results showed that the 

highest nitrogen concentration of fruit was observed in control treatments and combined use of humic acid and 

Zn nanoparticles. The highest phosphorous and potassium concentrations in leaves and fruit yield were 

observed at different levels of organic compound treatments (including humic acid and vermicompost) and the 

application of Zn and Fe nanoparticles. The lowest level was also observed in non-consumption of organic 

compounds and Zn and Fe nanoparticles. In the interaction of organic compounds and Zn nanoparticles, the 

combined use of humic acid and Zn nanoparticles showed the highest and the combined use of vermicompost 

and Zn nanoparticles revealed the lowest phosphorous concentration in the fruits. The comparison of the mean 

interactions of organic compounds and Fe nanoparticles, as well as Zn and Fe nanoparticles, suggested that 

except for the treatment of Fe nanoparticles (alone), which was placed at a lower class, other treatments were 

placed at the same statistical group in terms of phosphorous concentration in the fruit. In general, the use of 

humic acid and vermicompost as sources of organic compounds could contribute to the absorption of 

macronutrients by plants, increasing phosphorous and potassium concentrations in leaves as well as nitrogen 

and phosphorous concentrations in tomato, which enhanced the overall yield of tomatoes.  

Keywords 

Humic acid, Macronutrients, Vermicompost, Nanoparticles 

References 

1. Picard, D., et al. 2010. Does under sowing winter wheat with a cover crop increase competition for resources 
and is it compatible with high yields ? Field Crops Res., 115:9-18. 

2. Fitzgerald, G., D. Rodriguez and G.O. Leary. 2010. Measuring and predicting canopy nitrogen nutrition in wheat 
using a spectral index. The canopy chloropyll content index (CCCI). Field Crops Res., 116:318-324. 

3. Khoshpeyk, S., R. Sadrabadi Haghighi and A. Ahmadian. 2017. The effect of application of nitrogen fertilizer and 
nano-organic manure on yield, yields components and essential oil of fennel (Foeniculum vulgar Mill). Iranian 
J. Field Crops Res., 14(4):775-787. 



4. Naderi, M.R. and A. Danesh-Shahraki. 2013. Nanofertilizers and their role in sustainable agriculture. Int. J. Agric. 
Crop. Sci., 5:2229-2232. 

5. Nair, R., et al. 2010. Nanoparticuate material delivery to plant. Plant Sci., 179:154-163. 
6. Green, J.M. an G.B. Beestman. 2007. Recently patented and commercialized formulation and adjuvant 

technology. Crop Prot., 26:320 327. 
7. Torney, F., et al. 2007. Mesoporous silica nanoparticles deliver DNA and chemicals into plants. Nat. Nanotech., 

2:295-300. 
8. Hiyasmin Rose, L., et al. 2015. Nano fertilizer effects on the growth, development and chemical properties of 

rice. Int. J. Agronomy and Agricultural Res., 7(1):105-117. 
9. Waqas, M., et al. 2014. Evaluation of humic acid application methods for yields and yield components of 

mungbean. Am. J. Plant Sci., 5:2269-2276. 
10. Samavat, S., A. Lakzian and A. Zamirpour. 2001. Effect of vermicompost on some growth indices of tomato. 

Agriculture Sci. and Industries J., 15(2):83-89. 
11. Chen, Y. and P. Barak. 1982. Iron nutrition of plants in calcareous soils. Advances in Agronomy. 35:217-240. 
12. Ghafariyan, M.H., et al. 2013. Effects of magnetite nanoparticles on soybean chlorophyll. Env. Sci. and Tech., 

47:10645-10652. 
13. Singh, N.B., et al. 2013. Zinc oxide nano- particles as fertilizer for the germination, growth and metabolism of 

vegetable crops. J. Nano Eng. and Nano Manufacturing. 3:353-364. 
14. Report of Crops Statistics. 2016. Information and Communication Technology Center, Department of 

Programming and Economic, Agriculture Ministry of Iran. 
15. Bremner, J.M. and C.S. Mulvaney. 1982. Nitrogen-Total. In Methods of soil analysis (part 2). Ed A.L. Page. 

American Society of Agronomy, Madison, WI. 
16. Chapman, H.D. and P.F. Pratt. 1961. Methods of analysis for soils, plants and waters. Division of Agricultural 

Sciences, University of California. 
17. Waling, I., et al.1989. Soil and plant analysis. A series of syllabi part 7. Plant analysis procedures. Wageningen 

Agriculture University. 
18. Malakuti, M.J., et al. 2005. The causes of nitrate accumulation in vegetables (cucumber and tomato) and ways 

to control it. Tech. J. Water and Soil Res. Inst., 414:1-23. 
19. Rezvani Moghadam, P. and M. Seyyedi. 2009. The role of organic and biological fertilizers in aptake phosphorus 

and potassium by Nigella (Nigella sativa L.). J. Horticultural Sci., 28(1):43-53. 

20. Schoenau, J.J. 2006. Benefits of long-term application of manure. J. Advances in Pork Production. 17:153-158. 
21. Ouda, B.A. and A.Y. Mahadeen. 2008. Effect of fertilizers on growth, yield, yield components, quality and 

certain nutrient content in broccoli (Brassica oleracea). Int. J. Agriculture and Biology. 10:627-632. 
22. Astaraei, A.R. and A. Fattahi Kiasari. 2006. Effect of latex urban waste compost on some chemical properties 

of soil and pepper. J. Agriculture. 8(1):1-12. 
23. Taiz, L. and E. Zeiger. 2006. Plant physiology. Sinauer Associates, Inc. 
24. Alloway, B.J. 2004. Zinc in soils and crop nutrition. International Zinc Association Publications, Brucsels, 

Belgium. 
25. Romheld, V. and H. Marschner. 1991. Function of micronutrients in plants. In Micronutrients in agriculture 

(book series no. 4). Ed J.J. Cox, F.R. Shuman and L.M. Welch. Soil Science Society of America, Madison, U.S.A. pp 

297-328.  

  



IJEP 39 (3) : 219-225 (2019) 

Assessment Of Air Pollutants At Selected Monitoring Stations Of Moradabad 

Anju Chauhan1,2, Charu Gangwar1,2, Atul Kumar1,2, Ajay Kumar1,2 and Anamika Tripathi1 

1. Hindu College, Pollution Ecology Research Laboratory, Department of Botany, Moradabad-244 001 

2. IFTM University, School of Sciences, Moradabad-244 001 

Moradabad is one of the brassware city of India and known as the ‘Pital Nagari’, it is famous for the brassware 

items which has elevated the risk of atmospheric pollution. The present study was carried out to assess air 

pollutants at selected monitoring stations using a statistical approach consisting of analysis of variance and air 

quality index (AQI). It is evaluated by monitoring PM10, SO2 and NO2 at three different sites, that is Buddh 

Bazar (site I), Police Training Centre (site II) and Moradabad Development Authority (site III). Results are based 

on AQI calculator launched by MoEF, New Delhi. The AQI obtained from different sites is 194, 148 and 130 at 

sites I, II and III for the summer season and 226, 167 and 150 at sites I, II and III for the winter season, 

respectively. During monsoon, AQI observed is 183, 139 and 100 at sites I, II and III. The maximum AQI value 

was recorded at the site I in winter season while minimum at the site III in monsoon season. The exalted 

concentration of all the pollutants at the site I may be due to anthropogenic activities, that is vehicular density 

and generators near bus stand and railway station and a number of open brass melting furnaces pose a serious 

threat to air quality. Police training centre falls in high pollution category where roads, lanes and bylanes are 

swept every morning by a number of worker and trainees. Control site (Moradabad development authority) 

showed moderate pollution as it is relatively a clean area. The study concluded that a high number of vehicles 

and the brassware industries are responsible for the enhanced concentration of air pollution. 
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A laboratory scale fixed bed hybrid bioreactor of volume 15 L was fabricated with perspex sheet as an attached 

surface. The biofilm was developed on a frame made by combining nine angular fins with equal angular spacing. 

Synthetic carbonaceous wastewater was continuously fed with HRT ranging between 4-8 hrs, COD between 150-

250 mg/L and biomass concentration in the range of 2000-3500 mg/L. The effluent COD, as well as the biomass 

concentration, was monitored for each continuous run until quasi-steady state condition reached. In order to 

judge the performance of the hybrid bioreactor, two important operating parameters, namely volumetric 

organic loading rate and F/M ratio have been taken into consideration. Fixed media support plays an important 

role to accommodate more and more attached biomass which enhances the removal of BOD/COD from 

wastewater. The effluent sample and reactor content were taken for measuring final COD concentration and 

steady state suspended biomass concentration, respectively. 
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The physico-chemical properties of the fuel, such as viscosity, volatility, density, flash point and fire point affect 

the performance and combustion process. If high viscosity and density biofuel are directly supplied into the 

engine, complete combustion will not take place in the combustion chamber. Hence different methodologies 

are employed to get the better performance or atomization of the fuel. In this experimental study, the effect of 

injection pressure (IP) on the performance and emission of compression ignition (CI) engine fuelled with rubber 

seed oil as biodiesel and its blends with pure diesel was evaluated. The engine tests were conducted on constant 

speed diesel engine fuelled with diesel and various bio-blends of rubber seed oil (RSO) at the proportion of B20. 

The test results were compared with that of pure diesel as engine test fuel at various injection pressures of 200, 

220 and 240 bar. The results show that the brake thermal efficiency has been improved with B20 (20% RSO and 

80% pure diesel) at an IP of 240 bar compared to other biofuels at different injection pressures. It was also 

observed that the emissions, such as carbon monoxide (CO), unburned hydrocarbons (UHC) were considerably 

reduced and NOx emissions increased when compared to other biofuels at different injection pressures. 
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With the environment already bearing the brunt of pollution through assimilation of innumerable toxins and 

inorganic waste, tilling practices should control the indiscriminate use of chemical fertilizers. Plant nutrients 

coupled with the optimal use of green fertilizers resides at the heart of sustainable agricultural practices. It also 

implies that the soil type(s) and its influencing micro-climatic conditions should also consider before 

implementing fertilizers. As microorganisms play a vital role in biogeochemical cycles impacting on soils, this 

study aims to assess the effects of plant growth promoting rhizobacteria (PGPR) as an environmentally efficient 

biofertilizer, to investigate its efficacy in maintaining the salinity and in enhancing the microbial turnover of the 

soil. The methodology involved pot experiments on Momordica charantia Lin. (Jaunpuri variety) of the 

Cucurbitaceae family having nutritional value and therapeutic benefits. Two strains of Aneurinibacillus 

migulanus bacteria, S1(V)23 and S2(V)12 isolated from Gangetic plains of North Bihar and used as PGPR. The 

results of soil nutrients were compared with defined standards of macro and micro-nutrients of ICAR at the 

Central Soil Testing Laboratory, Patna. The study revealed that soil inoculated with the broth medium of 

S1(V)23, S2(V)12 and combined S1(V)23 x S2(V)12 showed increment in the organic carbon (1.241%, 1.093% and 

1.210%) as compare to the soil dosed with chemical fertilizers (0.539%) though the N, K was found higher in the 

soil dosed with chemical fertilizer (554 kg/ha and 579 kg/ha) but P content was low (52 kg/ha) as compared to 

soil inoculated with PGPR(s) S1(v)23, that is, 78 kg/ha. The micronutrients in the soil were observed more in 

PGPR inoculated soil as compared to the soil chemically dosed. The CSTL has recommended these identified 

PGPR biofertilizers, a better option as compared to chemical fertilizer for various crops and cropping sequences 

of the state. 
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Steel slag is a waste material from the steel industry. The potential of steel slag as an adsorbent for the removal 

of ammonium from the aqueous system is studied for treating wastewater having ammonium as one of the 

pollutants. The influence of various factors, such as initial concentration, adsorbent dosage and temperature 

on the adsorption capacity has been studied. The adsorption capacity is found to be 0.143 mg/g. The maximum 

ammonium removal is found to be 74%. The percentage removal of ammonium is observed to increase with an 

increase in the initial concentration of ammonium. The adsorption of ammonium is found to be spontaneous 

and endothermic in nature. The Freundlich equation is found to interpret adsorption isothermal data. Pseudo 

second order equation helps to understand the reaction mechanism. Fourier transform infrared (FTIR) studies 

confirm the ammonium adsorbed on the surface of the steel slag. 
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Habitat diversity and vegetation communities of Lake Kondakarla, Visakhapatnam district, Andhra Pradesh 

were studied between December 2014 to January 2017. The lake environments harbour four distinct types of 

habitat diversity : wet meadows of lake fringes, littoral shallow areas, limnetic open waters and euphotic deep 

water areas. A total of 24 plant species belongs to 15 families consisting 4-species of emergent forms, 6-species 

of floating-leaved, 9-species of free-floating and 5-species of the submerged category were enumerated from 

Kondakarla lake habitats. Relative abundance of plant species indicates that emergent species (84.60%) and 

free-floating macrophytes (52.12%) were the dominant group rather than floating-leaved (45.43%) and 

submerged hydrophytes (36.50%) in lake habitats. Maturity index (MI) of plant communities shows that 

vegetation communities ecological succession was highest at littoral (42.75) and limnetic (27.33) habitats. 
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The aim of the present study was to assess the spatial and temporal variations in pond water quality of Amritsar 

district of Punjab. The water quality data was collected during the winter (January 2016) and summer season 

(May 2016) from eleven different sampling sites. Eighteen water quality parameters, like alkalinity, hardness, 

electrical conductivity (EC), biological oxygen demand (BOD), chemical oxygen demand (COD), dissolved oxygen 

(DO), pH, total dissolved solids (TDS), Ca, Mg, NO3-, NO2-, PO43-, SO42-, etc., were evaluated. The water quality 

data was then analyzed using multivariate statistical tools including factor analysis, cluster analysis and 

Pearson correlation. The results of cluster analysis divided the sites into three different clusters on the basis of 

pollution load during the seasons. Overall the study showed that the water was polluted by anthropogenic 

activities, like the dumping of municipal and domestic waste and various agricultural activities. The study also 

revealed that multivariate statistical tools are important for understanding complex data sets for the 

assessment of water quality. 
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Fractional Advection-Diffusion Equation Through Sumudu Transform 
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In the present research paper, we have used the Sumudu transform to solve the fractional advection-diffusion 

equation. This type of diffusion equation is most useful to calculate the concentration of pollution and dissolved 

oxygen in the river water. The caputo fractional derivative to diffusion equation was used and solved though 

Sumudu transform. These results prove that the Sumudu transform is really useful and applicable for finding 

solutions to the problems related to the concentration of pollution and dissolved oxygen in the river water.  
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There is no doubt that water scarcity is a problem, not only confined to the global scale but also to regional 

scales. Narrowing the issue to our country India, more so for the state of West Bengal, the issue is quite 

alarming. As a whole, the condition of the state of West Bengal is quite dismal as far as the availability of 

groundwater is concerned. One of the solutions to mitigate this issue happens to be rainwater harvesting. The 

present pilot study relates to the feasibility of rainwater harvesting as a probable solution to the increasing 

water demand for the metropolis Kolkata, particularly with respect to one of the sectors, such as the residential 

sector. This paper presents a comprehensive study of integrated management including issues and challenges 

for maximum possible utilization of rainwater for the mentioned residences to reduce the water requirement 

from the Kolkata Municipal Corporation (KMC) and groundwater sources. 
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Solid waste is proving to be one of the greatest risks to the general public. In order to conquer this issue, an 

itemized review within the specialized grounds is needed. The study was conducted in a technical campus (7 

divisions) including office cafeteria flask and entire grounds. it has been discovered that the considerable 

measure of recyclable, non-recyclable and inorganic squanders are created inside the grounds. Recyclable 

squanders have been appropriately isolated and reused. Appropriate assimilation chamber, like Bangalore and 

indoor composting strategies are embraced with vermin fertilizing the soil activity for snappy disintegration. 

The outcomes gathered from the tests peformed were issued for proper waste utilization. The task is to make 

the specialized ground a strong zero waste hatchery. 
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Abstract 

Studies on water quality, habitat conditions and aquatic vegetation were assessed between December, 2014 and January, 2017 to 

know the present ecological status and state of environment of Kondakarla lake. Habitat of the lake environments were distributed 

into: (i) wet meadows; (ii) littoral shallow waters ;(iii) limnetic open waters and (iv) euphotic lake bed areas. Aquatic vegetation 

was classified into: (a) emergent forms; (b) floating leaved; (c) submerged; and (d) free-floating hydrophytes.A total of 24 aquatic 

plants consisting: 4-species emergent forms; 5-species floating leaved; 7-species submerged macrophytes and 8-species free-

floating hydrophytes were enumerated from lake habitats. Among these, the submerged and free floating hydrophytes were the 

dominant group (63.0%) rather emergent and floating leaved category (37.0%).The phosphates(P) were recorded in highest 

amounts (15-40 mg/l) and nitrates (N) were shown in lowest ranges (2.2 to4.3 mg/l) in lake waters. The ecological status indicate 

that lake environments are at advanced stages of eutrophication due to changes in water quality, composition of aquatic 

communities and degradation of habitats. Conservation strategies have been formulated for restoration of Kondakarla lake 

ecosystem. 

 

Keywords: Kondakarla Lake, ecological study, aquatic vegetation, eutrophication and conservation  

1. Introduction 

Wetlands in India occupy 58 million hectares and estimated 

that fresh water wetlands alone support 20 percent of the 

known range of bio-diversity in India. Today wetlands 

(naturals or human modified) provide staple food (rice and 

fish) for more than half of the world’s human population. In 

spite of several benefits that fresh water wetlands have 

become prime targets from many human activities and now 

they are listed in threatened status category (Deepa and 

Ramachandra, 1999) [9]. Over-exploitation of wetland 

biological resources causes decline of many species (plants & 

animals) and reclamation of lake areas for construction of fish 

ponds, agriculture practices combined with pollution due to 

agrochemicals and industrial effluents has resulted 

eutrophication (Gopal, 1995) [6] of lake ecosystems.  

Earlier studies on Kondakarla freshwater lake were mostly 

focused on Aquatic Plant Communities (Seshavataram, 1982); 

Ecological assessment & Ecotourism development (Jayathi, 

2001) [8]; Taxoecological (Chandrasekhar and Siddiqi, 2004) 
[2]; Ichthyofauan (Chandrasekhar, 2003) [3] and Biodiversity of 

faunal groups (Jagatheeswari, 2012) [7]. However studies 

related to present ecological status and eutrophication are 

lacunae. Therefore, an attempt has been made to assess the 

present ecological status of Kondakarla freshwater lake 

through evaluation of water quality, habitat conditions and 

vegetation communities in order to suggest conservation 

measures for restoration and management of important natural 

resources of lake Ecosystem.  

2. Materials and Methods 

2.1.1 Study area & Geography 

Kondakarla lake is a freshwater lake spread to an area of 6.5 

Sq.km situated between 17036’38”N latitudes and 82059’53”E 

longitudes in Visakhapatnam district of Andhra Pradesh, India 

(Figure 1). It is classified under lacustrine of littoral category 

encompassed by small hillocks of Eastern ghats and vast 

plains interspersed by tree species such as Cocas nucifera, 

Borassus flabellifer, Acacia nilotica and Azadirachta indica 

with dense growth of shrub and herbaceous communities are 

of typical coastal littoral vegetation. The lake received 

freshwater flows through an inlet Munagapaka channel of 

Sarada river and flooded waters in rainy season reached to the 

Bay of Bengal by creeks, which is about 10 km distance from 

the lake. The details of geographical and physical features of 

Kondakarla are given Table 1.  
 

 
 

Fig 1: Map showing the location of Lake Kondakarla in 

Visakhapatnam district, Andhra Pradesh, India 
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Table 1: Details of geography and physical features of lake 

Kondakarla 
 

Lake parameters Characteristic Features 

Geographical location 
17036’38” N Latitude & 830 08’53” E 

longitude 

Area (Hectares) 450 (4.5 Sq.km) 

Maximum depth(meters) 0.5 to < 3.5 

Surface temp (0C) 22.0 – 38.5 

Lake type of origin Riverine- Lacustrine system 

Bottom type Silt & clayey-Muddy-soft bottom 

Dominant vegetation Macrophytes and Submerged hydrophytes 

 

2.1.2 Distribution of lake habitats 

Survey of the lake environments was conducted during the 

period from December, 2014 to January, 2017 in a country 

made dugout canoe of Palmyra tree (Borassus flabellifer) for 

water quality analysis, studying the habitat features, 

distribution patterns and vegetation communities. As per the 

descriptions of Ramachandran and Ahalya (2002) [9] the lake 

environments are categorized in to four habitats: (i) wet 

meadows of lake fringes: (ii) littoral shallow waters; (iii) 

limnetic open waters and (iv) euphotic deep waters. 

 

2.1.3 Vegetation analysis 

Aquatic vegetation of lake was classified into: (1) Rooted 

plants attached to the substratum divided into: (a)Emergent 

forms: (b) Floating leaved: (c) Submerged and (II) Non-rooted 

category are: (d)Free floating hydrophytes. Plant species 

identification was done after verification with voucher 

specimens of herbarium collections in the Dept. of Botany, 

Andhra University, Visakhapatnam.  

 

2.1.4 Threats and water pollution 

Threats to Kondakarla lake related to human impacts, water 

pollution and other factors were assessed on a 10.0 point scale 

(bwetween1.0 and 10.0) and converted into their percentage 

contributions. The water quality parameters were analyzed 

and correlated as per the standards of APHA, (2005) [1].  

 

3. Results and discussion 

3.1 Lake water quality 

The physico-chemical parameters of lake waters indicated that 

a water depth between 0.4 to 3.0 meters, dissolved oxygen 

(DO) levels 2.5 to 5.6 mg/l, water temperatures between 27.3-

35.20C, pH ranges are fluctuated from 4.0 to 9.2 was observed 

during summer and rainy months. The organic nutrients of 

phosphates (P) were recorded highest between 15 and 40 mg/l 

during rainy and winter months and nitrates (N) were 

fluctuated from 1.5 to 4.3 mg/l in all the seasons (Table 2)  
 

Table 2: Water analysis of physico-chemical parameters of 

Kondakarla lake. 
 

Temp 

(0C) 

Depth 

(meters) 

Phosphates 

(mg/l) 

Nitrates 

(mg/l) 
pH DO(mg/l) 

27.3-38.2 0.5-<3.0 15 to 40 1.5-4.2 4.0 to 9.2 2.5 to 5.6 

 

3.2 Habitats category 

The lake habitats were recognized into: (i) Wet meadows are 

the shallow water areas of lake fringes occupied by dense 

thickets of emergent forms of Typha angustata and Scirpus 

articulate; (ii) Littoral shallow waters of the near shore areas, 

where sunlight penetrates up to the lake substratum with thick 

mats of free floating hydrophyte species: Nechamandra 

alternifolia, Hydrilla verticillata and Limnophila indica; (iii) 

Limnetic open waters, where sun light does not reached to the 

bottom contains dense growth of floating leaved macrophytes: 

Nymphea nouchali and Aponogeton crispus: (iv) Euphotic 

area of lake bed occupied by sparce floating leaved and dense 

submerged hydrophytes, Vallisnaria spiralis, Najas graminea 

and Ottelia alismoides. The description of habitat types and 

wetland communities are given in Table 3. 

 
Table 3: Habitat types, hydrological features and wetland communities of Lake Kondakarla 

 

Habitat type Hydrological features Water depth (meters) Wetland community Dominant vegetation 

(i) Fringes Wet meadows <1.0m Emergent marsh Typha, Ipomoea 

(ii) Littoral Shallow waters 1.0 to 2.0m Free floating Pistia, Lemna 

(iii) Limonitic Surface waters 2.0 to 3.0m Floating leaved Nymphaea,Ludwigia 

(iv) Benthic Lake bed areas >3.0m Submerged Hydrilla, Chara 

 

3.3 Vegetation communities 

A total of 24 aquatic plant species belongs to 15 families 

consisting: (a) emergent forms, 4-species; (b) floating leaved, 

5-species; (c) submerged plants, 7-species and (d) free-

floating macrophytes, 8-species were enumerated from lake 

habitats. Among these, the submerged and free floating 

category were the dominant group (63.0%) rather emergent 

and floating leaved (37.0%) hydrophytes (Table 4). .  

 Distribution of aquatic communities shows variation among 

lake habitats: (i) The emergent species were in highest density 

at lake fringes, (iii) free floating hydrophytes were abundant 

in littoral shallow areas, (ii) floating leaved plants were 

closely associated to limnetic waters at a depth of about 0.25 

to 2.50 meters (iv) Submerged hydrophytes were observed at 

deep waters of 3.0 meters depth in euphotic lake bed areas As 

per findings of Seshavataram (1982) that Kondakarla lake 

support a good macrophytic vegetation of 20 species due to its 

muddy bottom with rich organic matter. Chandra Sekhar and 

Siddiqi (2005) recorded 26 species include two rare species 

Alternanthera sessilis and Ipomoea fistula. These findings are 

supporting to our observations that lake Kondakarla contains 

diversified flora of 24 species with important endemics such 

as: Scripus articulatus; Ottelia alisimoides; Vallisnaria 

spiralis and Nymphoea nouchali. However, the species 

Utricularia stellaris and Utricularia speciosa were absent and 

inconspicuous in lake waters.  
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Table 4: Vegetation communities and associated plant species in Kondakarla Lake 
 

Community Family wise Scientific name Common name 

I. Plants attached to the substratum: 

a)Emergent Forms: 

Cyperaceae 
Scirpus articulates Bull rush 

Elacocharis plantaginea Water Chestnut 

Polygonaceae Polygonum glabrum Dense lower Knot weed 

Typhaceae Typha aungustata Reed mace 

b) Floating 

leaved: 

Aponogetonaceae Aponogeton crispus Wavy edged grass 

Nymphaeaceae Nymphaea nouchali Star lotus-water lilly 

Menyanthaceae Nymphoides indica Water snow flake 

Onagraceae 
Ipomoea aquatic Water spinach 

Ludwigia adscendens Water prime rose 

c) Submerged 

Macrophytes: 

Characeae Chara vulgaris Common vulgaris 

Hydrocharitaceae 

Hydrilla verticillata Indian star grass 

Ottelia alismoides Duck lettuce 

Nechamandra alternifolia Indian elodea 

Fabacea Neptunia oleracea Sensitive water plant 

Najadaceae 
Najas graminea Water nymph 

Vallisneria spiralis Tape /Eel grass 

II. Plants not attached to substratum: 

d) Free 

floating: 

Araceae Spirodela polyrhiza Duck weed 

 

Salviniaceae 

Pistia stratiotes Water lettuce 

Azolla filiculoides Water fern 

 

Lemnaceae 

Limnophila indica Marsh weed 

Salvinia auritculata Butterfly fern 

Lemna perpusilla Common duck weed 

 

Poaceae 

Pseudorphis spinescens Spiny mud grass 

Echinochloa stagnina Hippo grass 

 

4. Conservation of Kondakarla lake 
Before designing the strategies and action plans, it is 

necessary to identify the human activities and impacts that 

may alter the lake environments to be considered for 

developing large lake conservation planning and action plans 

(Gopal, 1995) [6]. 
 

4.1 Human activities 

Major human activities and associated impacts to the lake 

ecosystem was mainly due to reclamation of lake habitats for 

intensive agriculture and fish farming practices are estimated 

that wetland areas reduced from 650 to 460 hectares (area loss 

30%) over a period of time. The threats to the lake habitats 

were identified as: Aquaculture practices 35.0%; Agriculture 

farming 25.0%; Siltation and Organic matter deposition, 

15.0%; Pollution of lake waters (12.0%); Bioresources use 

(8.0%) and Eco-tourism, 5.0% respectively (Figure 2).  

 

 
 

Fig 2: Showing Major Threats for Loss of Kondakarla wetland habitats 

 

4.2 Pollution of lake waters 

Even though the lake received national recognition as a 

wetland habitat for migratory water fowl (Choudhuray and 

Divya, 1995) [4] the lake waters are polluted from sugar 

factories and agriculture practices. Besides, a comparison with 

present and earlier studies revealed that changes were noticed 

in physico-chemical factors over a period of time are as 

follows: 
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Table 3 
 

Water Temp (0C) Lake depth (meters) Phosphates (mg/l) Nitrates (mg/l) pH DO (mg/l) Author/Year 

22.0- 32.5 1.0-4.5m 10-30 2.6-9.5 6.0-8.2 3.5-6.8 Seshvatharam (1982) 

26.2-34.3 0.5-3.5.m 12-35 2.4-5.3 4.8-9.0 2.3-6.2 Jagtheeswari (2012) 

27.3-35.2 0.4-<3.0m 15-40 1.5-4.2 4.0-9.2 2.5-5.6 Present study (2017) 
 

 As per Ramachandran and Ahalya (2002) [9] observations that 

in many shallow lakes eutrophication may be manifested in 

macrophytic growth rather than phytoplankton and efficient 

utilization of nutrients, which defines growth and biomass 

production at primary producer level. Further he noticed that 

lake Kondakarla is greatly influenced by and associated with 

human activities leading to eutrophication. Similar findings 

were also observed in our present studies on Kondakarla lake 

with abundant growth of macrophytes, enrichment of 

nutrients, human related activities and eutrophication 

processes in lake Ecosystem. In view of the above the 

following strategies are recommended for immediate 

conservation and management as suggested by Gopal, (1995) 
[6] to the Indian freshwater lakes. 

  

4.1.3 Restoration of lake habitats 

1. The silt and organic matter is depositing in the lake bed 

every year and the depth of the lake is decreasing year by year 

gradually. To prevent siltation, take up strip dredging and 

removal of heavy weed growth is the appropriate management 

interventions. 

2. In controlling eutrophication of lake the plant species which 

are most efficient nutrient   removing are recommended to 

propagate in the lake habitats are as follows:  

 
Table 6 

 

Habitat type Plant community Recommended species 

Wet meadows : Emergent forms: Scirpus articulates, Typha angustifolia 

Littoral slope: Free floating: Azolla filiculoides, Salvinia auritculata 

Limnetic open: Floating leaved: Nelumbo nucifera, Nymphoides indica 

Euphotic deep: Submerged rooted: Hydrilla verticellata, Najas graminea 

 

3. Kondakarla lake is a naturally formed lake that provides an 

important biological resource consisting fauna of mollusks, 

crustaceans and fishes. Therefore rational utilization of 

bioresources and sustainable ecotourism practiced are to be 

initiated.  

  

5. Summary and Conclusion 

Ecological succession of marsh plant communities were at 

their climax stages at wet meadows of lake fringes and 

shallow waters of littoral habitats >Emergent communities < 

Rooted floating hydrophytesss< Free floating < Submerged 

macrophytes. Further noticed that upland plant species like 

Ipomoea cornea (Pink morning glory) and Lantana camera 

(Sage plant) were established in density and abundance.  

Species once commonly found in this wetland are: Azolla 

filiculoides, Nymphaea stellata, Nymphoides indicum, 

Neptunia oleraceae, Pseudorphis spinescens and Echinochloa 

staginina are now become rare and inconspicuous in their 

presence. The species Utricularia stellaris, Utricularia 

speciosa, Ipomoea fistula and Alternanthera sessilis are 

reported by earlier studies did not shown their presence and 

now absent in the lake ecosystem.  
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LABOUR PRODUCTIVITY AND ECONOMIC 

GROWTH IN PUBLIC ORGANIZATION  
Dr. D.Vijaya Lakshmi, Senior Assistant Professor ,Department of Management Studies ,Dr.L.Bullayya P.G. College, Visakhapatnam. 

ABSTRACT : 

           Human capital , Physical capital and efficiency generally acts as yardstick for measuring the 

economic growth of an organization. However human and physical capital are put together used for 

producing output which as known as productivity. Which is particular important for developing 

countries. In fact labour productivity plays an important role for the success of any type of 

organization. This paper provides guidelines to improve labour productivity, efficient utilizing of 

human capital  and impact of training and development on performance and rate productivity. Hence 

forth the results reveal that there is significant relationship between the employee training and 

performance. In fact the employee involvement and commitment levels of employees may lead to 

economic development of the organization.  

Key Words: Labour Productivity, Economic Growth. 

Introduction: 

Human Resource Management is assuming more critical role today due to increase in 

technology and knowledge base industries and as a result of global competition. Its major 

accomplishment is aligning individual goals and objectives with corporate goals and objectives. 

Strategic HRM focuses on actions that differentiate the organization from its competitors and aims to 

make long-term impact on the success of organization. 

Organizational objectives can be achieved by individuals and team efforts. The organizational 

objectives can be achieved by effective utilization of human resources, by ensuring to recruit and retain 

personnel in the organization and by developing personnel to Coda, Cesar, A.M.R.V.C., Bido, D.S, and 

Louffat, E.(2009) defined HRM functions as all the activities and processes involved in the 

management and development of people in an organization from the period of hiring or acquisition and 

retention to the point of exit. The functions of HRM include resourcing and retention, compensation 

and rewards, training and development, performance appraisal, benefits and relations with an 

employee. 

According to Buhler(2002) the functions like recruitment and selection, human resource 

development, compensation and benefits and safety and health which are used as a key to the 

management of human resource and for the effective improvement of performance in the organization. 

 

http://www.jetir.org/


© 2019 JETIR June 2019, Volume 6, Issue 6                                                                  www.jetir.org (ISSN-2349-5162) 

JETIR1908920 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 867 
 

 

OBJECTIVES : 

1. To study the role of training and development on Labour productivity in public organizations . 

2. To investigate whether training and development has impact on employees’ performance and 

productivity in public organizations. 

3. To study and analyze the factors influencing Labour Productivity. 

 

 HYPOTHESIS: 

1. Ho1:  Training and development has no influence on labour productivity in case of public 

organization. 

           Ho2: Training and development has influence on labour productivity in case of     

           public organization . 

2. Ho1: Labour productivity has no influence on economic development of public organization  

Ho2: Labour productivity has influence on economic development of public organization. 

 

 

REVIEW OF LITERATURE: 

 

Humphries and Dyer (2001) concluded that organizations provide training or development 

programs to their employees so that they can align and prepare themselves for present and future 

organizational needs. Organizations spend an enormous amount of time and money on training in order 

to assist employee's learning of job-related competencies (Cascio,1991; Noe,2006). Becker(1964) 

concluded that the organization should continuously provide with new skills for the development of the 

organization and training the employee should be continuous. 

Davidove and Schroeder (1992), Huselid, M.A.(1995) concluded that the revenue cycle is 

driven by knowledge, innovation, and creativity – all of which come from employees. Employers must 

actively manage these assets by investing in training. Either training evaluation is carried out in a very 

casual way, or it does not exist at all in many organizations and the lack of this information makes it 

impossible either to prove the value of training or to find reasons for its existence. 

Rolf & Pareek (2002) outlines some of the consequences of inadequate training as poor 

planning skills and decision making, which in turn will repay the organization’s profit and success. 

Other symptoms of inadequate training include overtime, high labor turnover, and poor employee 

morale. Finally by utilizing on the job training and off training methods employees are in the position 
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to get the necessary skills/knowledge which will make them be more effective and efficient in the 

organization. 

Berman et al. (2001) argues that training effectiveness is constrained because of inadequate 

transfer of learning from the training environment to workplace environment and they also criticize the 

current belief that effective training is necessary. The argument is that mere training is not sufficient in 

improving performance. This line of argument emphasizes that no discussion on the effectiveness of 

training would be complete without considering the role of human resource utilization. However, most 

training attempts to improve the organization and process performance by addressing only one level 

(the job level) and only one dimension of the job level (skills and knowledge). As a result, the training 

has no significant long-term, training money is wasted, and trainees are frustrated and confused. If 

inappropriate training method is used then the results will not play any role in the business 

organization, which will be a waste of resources. 

Thomas (1992) stated that though several approaches are used to evaluate training program in 

the organization but there is no one best way of evaluation, just as there is no best way to train 

employees. Training results can be best identified mainly on the organizational performance which is 

triggered by employee performance. This involves the comparison of statistical indicators of 

performance before and after training took place. The measurement indicators include sales volume 

and revenue, levels of customer complaints, quality and quantity variables in cost reduction, 

productivity ratios, cost ratios in terms of stock level and debt collection periods and industrial 

relations (labor turnover rates; absenteeism, grievances). 

The human resources are the most vital resources for any organization. It is responsible for each 

and every decision were taken, each and every work done and each and every result. Compensation is 

the remuneration received by an employee in return for his/her contribution to the organization. It is an 

organized practice that involves balancing the work-employee relation by providing monetary and non 

-monetary rewards to employees. Compensation management is an integral part of human resources 

management which helps in motivating the employees and improving organizational effectiveness. 

 

Colville and Millner (2011) noticed that organizations are not recognizing the change caused 

due to the implementation of performance management and they are trying to implement the change 

just by seeing other organizations are doing. Even they explained the change in performance 

management system with the help of past and future changes. The past changes include competencies 

inclusion, more regular meetings/ feedback, enhancing pay links, simplification, links performance 

management to strategic business goals. Whereas future change is due to enhancing link with pay, 
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streamlining of performance with management process, providing more coaching/ development for 

appraisers, review/ improve rating process, more regular feedbacks.  

Sillup et al.(2010) suggested that every organization should consider performance appraisal as 

the main priority. Treat this performance appraisal as one of the main organizational objectives and 

integral part of their jobs rather than duty of measuring the performance  

Devaraj and Kohli (2003) argued that adaptation of technology also changes the routines, 

business processes, and work habits. So, HR professionals need to have the competencies of changes 

management. HR managers need also new competencies on technology and more knowledge on 

facilities of technology before they had in the past. As a result, applications of technology in the HR 

functions, affect HR practices and make HR professionals develop their level of performance. 

Murnane, Levy and Autor (1999) also studied how the lower-skilled jobs in check processing 

were redesigned with the introduction of image processing technology. The outcomes for these jobs 

were more complex, in that instance of both increases and decreases in skill and pay occurred. The 

transformation required a structured training program and worker buy-in to be successful. 

Opkara (2004) and Samad (2007) concluded that if the workforce is satisfied with their job as 

well as the organizational environment including its colleagues, compensation, and leadership they will 

be more committed to their organization as compared to when they are not satisfied. The importance of 

these two areas cannot be overlooked because they are the key factors that influence employee’s 

turnover, employee’s performance, and their productivity. The satisfied and committed workforce is 

usually are contributor and performer towards enhancing organizational productivity. On the basis of 

above discussion, it is evident that employee compensation has some positive impact on the 

employee’s job satisfaction and organizational commitment. Organizations that have better 

compensation management system put a very positive impact on their employees. 

 

 

PRESENT STUDY : 

The study is to analyze the existing practices relating to labour productivity and economic 

development of the employees  , a reputed public organization with business interests in Steel . The 

present survey was conducted in a Public sector Organization. It covers mostly the executives , 

workers and staff. The study covers various aspects like Building human capacities, Rewards and 

Compensation , Employee Involvement and Commitment and Performance Management. The 

methodology of selecting the sample respondents can be explained in three stages.  
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 Out of the total population of 18,153 regular employees’ of the selected organization, only 410 

employees are selected as per Jeff Watson formulae (2001). In the next stage, respondents are selected 

conveniently (whoever is available and can spare time to fill up the questionnaire).  

Table.No.1 

Distribution of sample respondents, according to Department  

and Area of Technology 

SL.NO Type Of 

Department 

Total 

1 Works 365 

2 Non-Works  45 

 Total  410 

 

 The focus of the study is on the perceptions of sample respondents selected from works and non-

works departments. 

 

 

 

Building Human Capacities 

           Public Organizations in general, strike hard for building human capacities by providing training 

facilities for improving the skills of employees. Training programs are meant for not only to develop 

the individual skills but also the organizational abilities. Therefore, building human capacities is said to 

be an important human resource practice for any organization. 

 Data collected on nine identified items relating to training and development activities and the 

respondent's opinions are calculated and presented in table no.2 
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Table No.2 

Building Human Capacities and percentage distribution  

of respondents’ Opinions 

S.No Items HD D CS S HS Mean SD PS 

1. 
The training and development 

facilities provided. 
1.7 4.6 5.9 60.2 27.6 4.07 0.82 76.83 

2. Content of the programmes 1.7 4.4 9.8 66.8 17.3 3.94 0.77 73.41 

3. The trainers provided 2.2 3.4 13.9 59.3 21.2 3.94 0.83 73.48 

4. 
Quality of the training and 

development programmes. 
1.0 2.9 13.4 61.7 21 3.99 0.74 74.70 

5. 
Relevance of the programmes 

to job requirement. 
1.7 7.6 12.4 54.6 23.7 3.91 0.90 72.74 

6. 
Learning environment in the 

organization. 
1.2 7.3 9.8 63.2 18.5 3.90 0.82 72.62 

7. Regularity of the programme 2.2 8.0 11.2 54.9 23.7 3.90 0.93 72.44 

8. 
Programmes for furthering our 

career. 
1.7 8.3 11.5 61.7 16.8 3.84 0.86 70.91 

9. 
Improvement in skills after the 

programmes. 
1.2 8.8 13.9 57.3 18.8 3.84 0.87 70.91 

Source: Primary data                   

It can be understood from the above table.2, that the minimum percentage score is 70.99% and 

the maximum is 76.83% indicating that, overall a minimum of 71% of respondents are satisfied with 

the training programs arranged in the organization. About 76.83% of the respondents expressed 

satisfaction with the training and development facilities provided while it is only 71% expressed 

satisfaction on the positive impact of training programs. However, in general, the mean value, standard 

deviation and the highest percentage score value indicates that the employee satisfaction on the training 

facilities and program are very much satisfactory and help them to build their skills.  

 

2. Performance Management System 

The Performance Management Mechanism is said to be the backbone of an organization. It is a process 

by which the performance of employees is measured and effective future plans can be prepared by the 

management. A good performance management system, acceptable for both employees and employers 

can create wonders and lay good foundation leading to sustainability of the organization.       

 

 

 

 

 

http://www.jetir.org/


© 2019 JETIR June 2019, Volume 6, Issue 6                                                                  www.jetir.org (ISSN-2349-5162) 

JETIR1908920 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 872 
 

Table No.3. 

Building Human Capacities and percentage distribution  

of respondents’ Opinions 

 Percentage distribution of Respondents’ Opinions on Items of Performance 

Management System 

S.No Items HD D CS S HS Mean SD PS 

1. 
The statements in the 

appraisal. 
2.7 3.4 12.4 63.4 18.0 3.91 0.82 72.68 

2. 
The targets set for your 

performance. 
1.0 3.9 12.7 61.2 21.2 3.98 0.76 74.45 

3. 
The method of rating of your 

performance. 
2.0 5.4 21.5 47.8 23.4 3.85 0.91 71.34 

4. 
The performance rating 

shared with you. 
2.0 7.8 22.4 48.8 19.0 3.75 0.92 68.78 

5. 
The performance rating 

results and its uses. 
1.5 6.8 24.9 47.8 19.0 3.76 0.89 69.02 

6. 
The training provided based 

on performance appraisal. 
1.5 8.0 21.7 52.9 15.9 3.74 0.87 68.41 

7. 

The reporting and reviewing 

system in the performance 

appraisal. 

1.5 5.1 23.4 54.6 15.4 3.77 0.82 69.33 

8. 
Timing of the appraisal 

system. 
2.0 3.9 18.8 58.3 17.1 3.85 0.82 71.16 

Source: Primary data                   

It can be seen from the table that the employees are better aware of the targets set for good 

performance as 74.45% of respondents expressed satisfaction towards the target set by the 

organization. They opined that they are pretty well aware of the statements on appraisal (72.68%), 

targets (74.5%), performance method rating(71.34%), performance rating sharing (68.78%) results and 

its uses (69.02%), and training based on results of performance appraisal (68.41%) and reporting and 

reviewing (69.33%). 

3.Employee Involvement and Commitment 

 Employee Engagement is a critical component without which the organization can’t claim 

success. Employee’s of any organization particularly established units should always feel proud to be 

associated with the organization. They should always speak positively about the career prospects, 

growth participation in decision making etc. Data relating to these aspects are analyzed. 
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Table No.4 

Building Human Capacities and percentage distribution  

of respondents’ Opinions 

 

Percentage of Respondents’ Opinions on Items of  

Employee Involvement and Commitment 
 

S.No Items HD D CS S HS Mean SD PS 

1. 

Your pride in being an 

employee of this 

organization. 

2.4 1.0 3.2 49.3 44.1 4.32 0.80 82.93 

2. 

Utilization of opportunities 

provided by the 

organization to improve 

your career. 

2.2 5.1 10.2 48.3 34.1 4.07 0.92 76.77 

3. 

Comparing with other 

similar organization career 

opportunities provided by 

this organization. 

2.9 4.6 12.2 54.1 26.1 3.96 0.91 73.96 

4. 
My involvement in the job 

allotted to me. 
2.2 2.7 8.8 60.7 25.6 4.05 0.80 76.22 

Source: Primary data                   

All the four elements incorporated in the HR dimension of employee involvement and commitment has 

recorded a minimum of 73.96% positive response by the respondents. The Percentage Score with 

respect to the statement “Your pride in being an employee of this organization” has the highest 

acceptance with 82.93%.   

4. Rewards and Compensation 

Organizations whether Public or Private Sector resort to paying Rewards either in suitable 

Monetary or Non Monetary form as these two motivate the employee’s to work more efficiently and 

help the organization.  

Salary according to qualification’s, experience, skill and other tangible and intangible benefits 

are listed for an intensive analysis of the Rewards and Compensation Practice.  
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  Table No.5. 

Rewards and Compensation Practices and percentage  

distribution of Respondents’ Opinions 

S.No Items HD D CS S HS Mean SD PS 

1. 
Salary in terms of 

qualification . 
2.7 10 6.6 55.6 25.1 3.90 0.98 72.62 

2. 
Salary in terms of 

experience. 
3.2 12.4 7.6 58 18.8 3.77 1.00 69.21 

3. 
Salary in term of 

responsibilities. 
3.2 12.9 10.5 53.7 19.8 3.74 1.02 68.48 

4. 
Salary and its linkage 

to workload. 
3.7 14.4 15.4 50.7 15.9 3.61 1.03 65.18 

5. 

Incentives for 

efficiency and 

workload. 

6.8 14.6 16.1 49.3 13.2 3.47 1.10 61.83 

6. 
Methods of wage 

fixation. 
4.6 14.4 21.7 47.1 12.2 3.48 1.03 61.95 

7. 
Bonus calculation 

practice. 
7.6 12.7 21.0 48.0 10.7 3.42 1.08 60.43 

8. 
Appreciation provided 

for good work. 
7.8 16.6 16.6 49.3 9.8 3.37 1.11 59.15 

Source: Primary data                   

According to the data analyzed in table no.5, the percentage score is the minimum for the 

practice of appreciating good work in the plant (59.15%), While it is as high as 73% for salary 

according to qualifications. The weighted means also range between 3.37 and 3.90, a maximum 

number of employee’s have expressed satisfaction towards the salary and other monetary benefits and 

expressed unhappiness for not appreciating good work. The means for a method of wage fixation and 

bonus calculation is 3.48 and 3.42 respectively. 

FINDING OF THE STUDY:  

 It is identified that there is good Involvement and Commitment among the employee’s towards 

their organization. Employee’s have an average opinion on the utilization of opportunities 

provided by the organization to improve their career and regarding involvement in the job 

allotted to them. When compared to the career opportunities provided by the organizations, the 

employees are slightly dissatisfied as they felt that the career opportunities provided by other 

organizations are better.  

 Ho2: Training  and development has influence on labour productivity. 

 Training and development has influence on labour productivity because the analyses has 

pointed out that about 76.83% of the respondents expressed satisfaction with the training and 
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development facilities provided while it is only 71% expressed satisfaction on the positive 

impact of training programs. However, in general, the mean value, standard deviation and the 

highest percentage score value indicates that the employee satisfaction on the training facilities 

and program are very much satisfactory and help them to build their skills.  

 

 It is concluded that majority of respondents are satisfied in setting targets for performance and 

the statements in the appraisal are systematic. When it comes to the method of rating and timing 

of the appraisal system, the employee’s are of average opinion. The majority of respondent are 

of the opinion that performance rating results and its uses, performance ratings shared with them 

and training provided based on Performance Appraisal were the elements which dissatisfies 

them in the organization.  

 Ho2:  Labour productivity has no influence on economic development of organization. 

Employee Engagement is a critical component without which the organization can’t claim 

success. Employee’s of any organization particularly established units should always feel proud 

to be associated with the organization. They should always speak positively about the career 

prospects, growth participation in decision making etc. All the four elements incorporated in the 

HR dimension of employee involvement and commitment has recorded a minimum of 73.96% 

positive response by the respondents.  

 

SUGGESTIONS: 

 Performance Management System should be improved by evaluating with the open door 

discussions about the employee’s advancement and training needs. This will help the employee 

work towards increasing his skill and knowledge. Then ensure that the employee performance 

evaluations are directly linked to the compensations.  

 Frequent training programs on oral communications, business awareness programs, responsibility 

and initiative, team building, problems solving and IT competency should be conducted for 

developing the non-technical skills of the employees.  

 Reward system in the plant should modify by introducing effective corporate recognition awards 

and even some bonus programs like new idea bonus program where the company offers a fixed 

percentage for developing a process or strategic improvement that is expected to improve profits 

in the future. Quality Circles may be extended by awarding a certain percentage of saving to the 

organization to the team or the individual.    
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  CONCLUSION : 

The study reveals that labour productivity plays an important role in any public organization as 

employees are only responsible from start to end process of any business activity, the more the 

labour productivity is more the productivity of the organization and vice-verse. It is the evident 

that the labour productivity depends on the quality of building human capacities, level of 

commitment and involvement possessed by the employees. From the analysis it is the evident 

that the training programs in the public organization was made attractive with foreign trips for 

training at the place of the supplier of machinery. The willing employees were sent for overseas 

training on new machinery being installed.  
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